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Abstract—The combination of the famed kernel trick and the least-mean-square (LMS) algorithm provides an interesting sample by sample update for an adaptive filter in reproducing Kernel Hilbert Spaces (RKHS), which is named here the KLMS. Unlike the accepted view in kernel methods, this paper shows that in the finite training data case, the KLMS algorithm is well-posed in RKHS without the addition of an extra regularization term to penalize solution norms as was suggested by Kivinen and Smale in [1], [2]. This result is the main contribution of the paper and enhances the present understanding of the LMS algorithm with a machine learning perspective. The effect of the KLMS stepsize is also studied from the viewpoint of regularization. Two experiments are presented to support our conclusion that with finite data the KLMS algorithm can be readily used in high dimensional spaces and particularly in RKHS to derive nonlinear, stable algorithms with comparable performance to batch, regularized solutions.

Index Terms—Least Mean Square, kernel methods, Tikhonov regularization.

I. INTRODUCTION

The solid mathematical foundation and considerable experimental successes are making kernel methods very popular. However, kernel methods (support vector machines [3], regularization networks [4], kernel principal component analysis (PCA) [5], etc.) are usually derived in batch mode requiring $O(N^3)$ operations along with $O(N^2)$ storage to perform the inversion or the singular value decomposition of the Gram matrices [4]. This excludes kernel methods from many real world applications; therefore it becomes important to exploit computationally efficient online extensions. The least-mean-square (LMS) is the workhorse of adaptive signal processing due to its simplicity and elegance [6] and it can be expressed solely in terms of inner products. Hence, it became naturally one of the candidates for on-line kernel based learning. We study such a kernel based extension in this paper and call it the kernel least mean square (kernel LMS or KLMS) because it adapts filter parameters using a stochastic gradient approximation in a
There have been many studies on kernel-based online learning algorithms such as kernel Hebbian algorithm [7] to solve the kernel PCA, kernel Adaline [8], kernel recursive least squares (RLS) [9], and kernel online learning [1]. Except [1] all works mentioned above focus on algorithm design and none of them provide a well-posedness analysis even though algorithms are implicitly cast in very high dimensional spaces [10]. Moreover, the KLMS is different from all these solutions because it naturally creates a growing radial basis function network (RBF) with a learning strategy similar to resource allocating networks (RAN) proposed by Platt [11]. Several heuristic techniques are employed in RANs to adapt the network parameters, which makes theoretical analysis intractable, while as we will see we can still formulate mathematically the use of resources in KLMS.

The concept of well-posedness was proposed by Hadamard [12]. Regularization as a remedy for ill-posedness became widely known due to the work of Tikhonov [13]. In least squares problems, Tikhonov regularization is essentially a trade-off between fitting the training data and reducing solution norms. More recently, the significance of well-posedness and its relation to generalization has been revealed in statistical learning theory [3], [14]. Further important results are proved by Bousquet and Elisseeff [15], where Tikhonov regularization based methods have been shown to possess a strong $L_p$ stability with respect to changes of single samples of the training set, and exponential bounds have been proved for the generalization error in terms of empirical error. Following this line of reasoning, the online kernel learning algorithm in [1] adopted a stochastic gradient approach to solve the regularized risk functional in the RKHS. The analysis in [1] only focuses on the probabilistic upper bound for convergence, and concludes that the regularization term appears essential for its well-posedness.

This paper employs the conventional LMS theory to prove that when finite data is used in the training, the KLMS is well-posed and therefore does not need explicit regularization enriching the viewpoint outlined in [1], which simplifies the implementation and has the potential to provide better results because
regularization biases the optimal solution as is well known. With this message at the core, the asymptotic behavior of the KLMS is examined in the framework of the small-step-size theory [6], which shows that it has a ‘self-regularization’ mechanism due to its different convergence speeds along eigen-directions. Furthermore, with these results a bound on the solution norm is established on the basis of the $\mathcal{H}^\infty$ stability theory [6], which implies immediately the well-posedness of the KLMS using arguments from Tikhonov regularization and regularization networks theory [14]. These results offer an understanding of the LMS algorithm from a learning theory perspective which to the best of our knowledge is not present in the adaptive filter literature. Although the KLMS algorithm was reported in [16], this paper presents for the first time the theoretical framework and the well-posedness results, as well as expands on the KLMS validation.

The organization of the paper is as follows. In section II, a formulation of the KLMS algorithm is presented. Next in section III, its stochastic gradient descent behaviors are studied and important insights into its ‘self-regularization’ mechanism are gained through the comparison with Tikhonov regularization. The bound on the solution norm is established and its implication is elaborated in section IV. Two experiments are studied in section V to support our theory. Finally section VI summarizes the conclusions and future lines of research.

II. FORMULATION OF THE KERNEL LEAST MEAN SQUARE ALGORITHM

A. Learning problem setting

Suppose the goal is to uncover a function $f: U \rightarrow \mathbb{R}$ based on a sequence $((u_1, y_1), ..., (u_N, y_N)) \in \mathbb{Z}^N$ of examples $(u, y) \in Z = U \times Y$. $Y$ is a compact subset of $\mathbb{R}$ and $U$ is assumed as a compact subspace of $\mathbb{R}^M$. To find the true underlying function $f$ we may try to solve the following empirical risk minimization (ERM) problem

$$R_{\text{emp}}[f \in H, Z] = \sum_{i=1}^{N} (y_i - f(u_i))^2$$

(1)

which is unfortunately ill-posed in general, depending on the choice of the hypothesis space $H$. ERM is a sound strategy only if the function class is uniform Glivenko-Cantelli, that is, it satisfies the uniform law of
large numbers [17]. Remarkably, this paper shows that the straightforward stochastic gradient descent algorithm (normally called the least mean square algorithm) to minimize directly the ERM principle (1) is well-posed in the sense of Hadamard unlike what was previously suggested in [1] and [2]. Although the literature on the LMS algorithm is extensive, this fact has not, to the best of our knowledge, being reported before.

B. Least Mean Square (LMS) algorithm

This section presents for completeness the LMS algorithm. In the LMS algorithm the hypothesis space \( H_I \) consists of all the linear operators on \( U \), denoted by \( w : U \to R \). Since \( U \) is a Hilbert space, the linear operator becomes the standard inner product and \( H_I \) is the dual space of \( U \).

The LMS algorithm minimizes the empirical risk:

\[
\min_{w} R_{\text{emp}}[w \in H_I, Z^N] = \sum_{i=1}^{N} (y_i - w(u_i))^2
\]

(2)

Using the stochastic gradient, it is easy to show that [6]

\[
w_0 = 0 \\
e^n = y - w_{e}(u) \\
w_{e} = w_{e-1} + \eta e^n u
\]

(3)

where \( e^n \) is called the apriori error and \( \eta \) is the step size.

The repeated application of the weight-update equation yields

\[
w_{e} = \eta \sum_{i=1}^{n} e^n u
\]

(4)

Therefore, after \( n \)-step training, the weight is expressed as the linear combination of the previous and present input data weighted by the apriori errors. More importantly, the input-output operation of this learning system can be solely expressed in terms of inner products

\[
\hat{y} = w_{e}(\bar{u}) = \eta \sum_{i=1}^{n} e^n < u_i, \bar{u} >_u
\]

(5)

\[
e^n = y - \eta \sum_{i=1}^{n-1} e^i < u_i, u >_u
\]

(6)

Therefore, by the kernel trick, the LMS algorithm can be readily extended to RKHS [16].
C. Kernel LMS Algorithm

A kernel [18] is a continuous, symmetric, positive-definite function \( \kappa : U \times U \rightarrow \mathbb{R} \). The commonly used kernels include the Gaussian kernel (7) and the polynomial kernel (8) among many others:

\[
\kappa(u_i, u_j) = \exp(-a \| u_i - u_j \|^2) \quad (7)
\]

\[
\kappa(u_i, u_j) = (a^T u_j + 1)^p \quad (8)
\]

By the Mercer’s theorem [18], for any kernel there exists a mapping \( \Phi \) such that

\[
\kappa(u_i, u_u) = \Phi(u_i)\Phi^T(u_u), \quad \text{for } \forall u_i, u_u \in U \quad (9)
\]

We utilize this theorem to transform the data \( u_i \) into the feature space \( F \) as \( \Phi(u_i) \) and interpret (9) as the usual dot product. Let the hypothesis space \( H_2 \) be the dual space of \( F \). Then the KLMS is nothing but the LMS performed on the example sequence \( \{(\Phi(u_i), y_i), \ldots, (\Phi(u_N), y_N)\} \) which is summarized as follows:

\[
\Omega_0 = 0
\]

\[
e^\varepsilon_n = y_n - \Omega_{n-1}(\Phi(u_n))
\]

\[
\Omega_n = \Omega_{n-1} + \eta e^\varepsilon_n \Phi(u_n)
\]

(10)

It may be difficult to have direct access to the weight and the transformed data in the transformed space. Using (5), (6) and (9), we have

\[
\Omega_{n-1}(\Phi(u_n)) = \eta \sum_{i=1}^{n-1} e^\varepsilon_i \kappa(u_i, u_n) \quad (11)
\]

\[
e^\varepsilon_n = y_n - \eta \sum_{i=1}^{n-1} e^\varepsilon_i \kappa(u_i, u_n) \quad (12)
\]

and the final input-output relation (after \( N \) step training) of the learning algorithm is

\[
\Omega_N = \eta \sum_{i=1}^{N} e^\varepsilon_i \Phi(u_i)
\]

\[
\hat{y} = \eta \sum_{i=1}^{N} e^\varepsilon_i \kappa(u_i, \tilde{u})
\]

(13)

(14)

Although the training uses the stochastic gradient and it is still online, KLMS loses the original LMS simplicity due to the inability to work directly with the weights in the RKHS. By (11), it is seen that the KLMS allocates a new kernel unit when a new training data comes in with the input \( u_i \) as the center and the difference between the output of the network and the desired signal as the coefficient (scaled by the learning rate). The algorithm is summarized as follows:

\begin{algorithm}
\begin{algorithmic}
\caption{Kernel Least Mean Square}
\end{algorithmic}
\end{algorithm}
**Input:** data \((u_i, y_i), \text{ size } N\)

**Initialization**
\[ f^0 = 0, \]
\[ \eta : \text{ learning step}, \]
\[ a : \text{ kernel width parameter}, \]

**Variables used in the loop**
\[ c_{\text{new}} : \text{ center of the new unit}, \]
\[ h_{\text{new}} : \text{ coefficient of the new unit} \]

**loop over input-output pairs \((u, y)\)**

\[
\begin{align*}
\text{evaluate output of network } f^{i-1}(u) \\
\text{computer error } e_i^t = y - f^{i-1}(u) \\
\text{allocate new unit, } c_{\text{new}} = u, h_{\text{new}} = \eta e_i^t \\
f^t = h_{\text{new}} \kappa_t(c_{\text{new}}, \cdot) + f^{i-1}
\end{align*}
\]

Notice that the KLMS algorithm (10) is a stochastic gradient approximation to minimize the following risk

\[
\min_{f} \mathbb{E}_{\Omega} \left[ (\Omega - \Omega(\Phi(u_i)))^2 \right] \tag{15}
\]

which is equivalent to

\[
\min_{f} \mathbb{E}_{\Omega} \left[ f - f^{i-1}(u_i) \right]^2 \tag{16}
\]

The equivalence is easily recognized by identifying

\[
f = \sum_{u \in U} \alpha_i \kappa(u, \cdot) = \sum_{u \in U} \alpha_i \Phi(u) = \Omega \tag{17}
\]

Equation (17) really translates the isometric isomorphism between \(H_2\) and \(H_3\) (\(f = \Omega \circ \Phi\) will be more rigorous).

Conventionally the LMS is applied to relatively small dimensional input space (a few to hundreds of taps) so the well-posedness issue due to the lack of training data does not pose a big problem. Since the KLMS is derived in a possibly infinite dimensional space with finite training data, its well-posedness study becomes crucial. From the viewpoint of machine learning theory, the algorithm itself would be incomplete without such a well-posedness study.

As pointed out in regularization theory, the ERM of (16) is usually ill-posed when the hypothesis space \(H_3\) is unconstrained [14]. A question follows immediately: does the KLMS converge in such a
high-dimensional space? The question is actually two fold: 1) Is the solution of the KLMS close to the least squares (LS) solution when (15) is well-posed? 2) Does the KLMS give reasonable approximation even when (15) is ill-posed? The answers to these two questions also indicate the double meaning of convergence here: 1) Is the KLMS solution close to the batch mode solution from the viewpoint of stochastic gradient approximation? 2) Is the KLMS solution close to the TRUE underlying function in the context of empirical risk minimization consistency? Before we answer these questions for the KLMS algorithm, it is necessary to briefly review the least squares method and Tikhonov regularization theory, as well as to establish the notation used throughout the paper.

D. Least Squares and Regularization Theory

In LS the multiple linear regression model is hypothesized as

$$y = \Omega^T (\Phi_n) + \nu(n)$$  \hspace{1cm} (18)

From now on, $\Phi_n$ is used for $\Phi(u_n)$ unless the role of $u_n$ is emphasized and $\nu(n)$ is the modeling uncertainty. Denote the transformed data matrix as $D = [\Phi(u_1), \Phi(u_2), ..., \Phi(u_N)]$, the correlation matrix $R = D^T D / N$, the cross correlation vector $p = \sum_{i=1}^{N} \Phi(u_i) y_i / N = D^T \tilde{y} / N$ and the Gram matrix $G = D D^T = [\kappa(u_i, u_j)]_{N \times N}$. The well known LS solution is [19], [20],

$$\hat{\Omega} = D^+ \tilde{y}$$  \hspace{1cm} (19)

where $D^+$ is the general pseudo-inverse of $D$.

$$D^+ = P \begin{bmatrix} S^{-1} & 0 \\ 0 & 0 \end{bmatrix} Q^T$$  \hspace{1cm} (20)

and matrices $P, Q, S$ are given by the singular value decomposition (SVD) of $D$ [19]

$$D = Q \begin{bmatrix} S & 0 \\ 0 & 0 \end{bmatrix} P^T.$$  \hspace{1cm} (21)

$P, Q$ are orthogonal matrices and $S = \text{diag}\{s_1, s_2, ..., s_r\}$ assuming the rank of $D$ is $r$. $s_i$ are the singular values of $D$ and assumed $s_1 \geq s_2 \geq ... \geq s_r > 0$. 
However, the LS problem can be ill-posed due to the nature of the problem, small data size or severe noise. The Tikhonov regularization [13] is widely used to address this issue. A regularization term is introduced in the LS cost function which penalizes the solution norm

\[
\min_{\Omega} R_{\text{reg}}[\Omega \in H, Z, y] = \|\tilde{y} - D_\theta \Omega \|^2 + \lambda \|\Omega\|^2.
\] (22)

In the Bayesian interpretation, the error square term is the likelihood and the regularized term is some priori knowledge on the solution norm [21]. The solution is given by [13]

\[
\hat{\Omega}_{\text{Tikh}} = (D_\theta^T D_\theta + \lambda I)^{-1} D_\theta^T \tilde{y}.
\] (23)

More insights can be obtained through the SVD,

\[
\hat{\Omega}_{\text{Tikh}} = P \text{diag}(s^{-1}_1, \ldots, s^{-1}_r, 0, \ldots, 0) Q^T \tilde{y}.
\] (24)

Comparing (24) with the pseudo-inverse solution

\[
\hat{\Omega} = P \text{diag}(s^{-1}_1, \ldots, s^{-1}_r, 0, \ldots, 0) Q^T \tilde{y},
\] (25)

we see that the Tikhonov regularization modifies the singular values through the following regularization function (reg-function):

\[
H_{\text{Tikh}}(x) = x^2 / (x^2 + \lambda).
\] (26)

Notice that \(H_{\text{Tikh}}(x) \rightarrow 1\) when \(x\) large and \(H_{\text{Tikh}}(x) \rightarrow 0\) when \(x\) small. In this sense, the Tikhonov regularization smooth filters out the singular components that are small (relative to \(\lambda\)). With this understanding, the so-called truncated pseudo-inverse regularization is nothing but the following hard cut-off reg-function

\[
H_{\text{HC}}(x) = \begin{cases} 
1 & \text{if } x > a \\
0 & \text{if } x \leq a
\end{cases}
\] (27)

where \(a\) is the cut-off threshold. If \(s_n > a \geq s_{n-1}\), the solution becomes

\[
\hat{\Omega}_{\text{HC}} = P \text{diag}(s^{-1}_1, \ldots, s^{-1}_n, 0, \ldots, 0) Q^T \tilde{y}
\] (28)

This method is equivalent to applying PCA to the data and using the first \(m\) principal components to represent the original data. Under reasonable signal-noise-ratio (SNR), the small singular value components are purely associated with the noise. Discarding these spurious features can effectively prevent
over-learning. A similar idea can be found in [9] and [22]. There are many regularization techniques (e.g. non-smooth regularization [23]) but the concept of regularization considered in this paper refers only to Tikhonov.

The optimization problem (22) is equivalent to

\[
\min_{f \in H^N} R_{emp}(f) = \sum_{i=1}^{N} (y_i - f(u_i))^2 + \lambda \| f \|_H^2.
\]

The solution to (29) is given by the regularization networks [10]

\[
f_\lambda = D_o^T (G_o + \lambda I)^{-1} \tilde{y}.
\]

Some relevant properties are listed below.

**Theorem 2.1**: For a fixed positive \( \lambda \), the norm of the solution is bounded in the following way

\[
\| f_\lambda \|_H^2 \leq \frac{\| \tilde{y} \|_2^2}{4 \lambda}.
\]

**Theorem 2.2**: The optimization problem (29) is equivalent to the following problem

\[
\min_{f \in H^N} R_{emp}(f) = \sum_{i=1}^{N} (y_i - f(u_i))^2
\]

subject to \( \| f \|_H^2 \leq C \)

in the sense that for any positive number \( C \) there exists a unique \( \lambda_C \) such that (29) and (32) lead to the same solution. Moreover, \( \lambda_C \) monotonically decreases as \( C \) increases.

The proofs of these theorems are straightforward based on the regularization network theory and thus not included. Theorem 2.2 tells that adding the regularization term is equivalent to constraining the norm of the solution in LS problems, which plays a key role in our conclusion outlined in section IV. From the viewpoint of machine learning, well-posedness heavily depends on the complexity of the hypothesis space. Boundedness in (32) implies directly the compactness of the hypothesis space which is conceptually similar to a finite VC dimension [3], [14]. As pointed out by Poggio in [14], the bounded hypothesis space ensures the well-posedness of empirical risk minimization. To conclude, the key of Tikhonov regularization is to examine how the small singular value components are taken care of and how the norm of the solution is constrained.
III. STOCHASTIC GRADIENT ANALYSIS OF THE KERNEL LMS

In this section, we will examine some important properties of the KLMS algorithm in light of the results obtained in section II-D. We will show that the KLMS algorithm is well-posed under usual conditions in the sense of Hadamard, using Tikhonov regularization theory. We assume the dimensionality of \( F \) is \( d \). Our discussion is based on the finite dimension assumption for simplicity. Since \( F \) is a Hilbert space, all the discussion extends to infinite dimension gracefully except for different terminology (operator theory) [24].

**Proposition 3.1:** The KLMS algorithm (10) converges *asymptotically* in the mean sense to the optimal solution (19) under the ‘small-step-size’ condition.

Remarks: Asymptotically, i.e. as \( N \) approaches infinity, the LS solution converges to the optimal Wiener solution very quickly. Therefore, we use the LS estimator as the optimal solution in the asymptotic analysis.

Proof: From the data SVD (21), we know that \( P \) is the eigen-vector matrix of \( R \) and the corresponding eigenvalues are \( \zeta_i = \frac{s_i^2}{N} \). Express the weight error in the following way

\[
\Omega_s - \Omega^r = \sum_{i=1}^{d} e_i(n) P_i
\]

where \( P_i \) is the \( i \)th column of \( P \), \( e_i(n) \) denotes the distance between \( \Omega_s \) and \( \Omega^r \) in the \( i \)th eigen-vector direction. It has been shown in [6] that

\[
E[e_i(n)] = (1 - \eta s_i^2) e_i(0)
\]

\[
E[|e_i(n)|^2] = \frac{\eta J_{\min}}{2 - s_i^2} + (1 - \eta s_i^2)|e_i(0)|^2 - \frac{\eta J_{\min}}{2 - s_i^2}
\]

where \( J_{\min} = E[\nu(n)] \) is the irreducible mean square error.

In the case of \( \zeta_i = 0 \), (34) and (35) yield

\[
E[e_i(n)] = e_i(0)
\]

\[
E[|e_i(n)|^2] = |e_i(0)|^2
\]

That means \( e_i(n) \) will stay in the neighborhood of the initial value forever. Therefore if the initialization is zero and the weight is decomposed as

\[
\hat{\Omega} = \sum_{i=1}^{d} \hat{\omega}_i P_i
\]

the KLMS converges asymptotically (in the mean sense) to
Equation (39) exactly states that the KLMS algorithm converges asymptotically (in the mean sense) to the LS pseudo-inverse solution. This is expected because the LMS algorithm is only able to seek a solution in the data subspace and is not affected by the null subspace. For small eigen-values the convergence speed is very slow, but it does converge asymptotically. □

Notice that the above analysis is based on the asymptotic assumption, i.e. \( N \) approaches to infinity. However, in practice the KLMS as formulated in (10) is applied for finite data and convergence would be never attained for small eigen-value components. For example, assuming the step size \( \eta = 0.1 \), the eigenvalue is \( \xi = 0.001 \) and \( N = 500 \), we have \( (1-\eta \xi)^N = 0.95 \), which means the corresponding component is attenuated by 0.05. In the finite data sample case, the LMS solution will differ significantly from the LS solution, with very important properties. More specifically, we have:

**Proposition 3.2**: If the KLMS algorithm is trained with \( N \) data points, under the ‘small-step-size’ condition the solution is (in the mean sense)

\[
\hat{\Omega}_i = \begin{bmatrix}
\Omega_i^- & i = 1, \ldots, r \\
0 & i = r+1, \ldots, d
\end{bmatrix}
\]  

(39)

where \( \hat{\Omega}_i \) is defined in (38).

Proof: The initialization is zero so

\[
\varepsilon_i(0) = -\Omega_i^-
\]

(41)

By (34),

\[
E[\hat{\Omega}_i(n)] = E[\Omega_i^- + \varepsilon_i(n)] = \Omega_i^- + E[\varepsilon_i(n)]
\]

\[
= [1 - (1-\eta \xi)^N] \Omega_i^-
\]

(42)

On the other hand, by (21), the LS pseudo-inverse solution can be decomposed in the eigen-directions as

\[
\Omega_{\text{LSN}} = \begin{bmatrix}
\xi_i^{-1}(P^T P_0) & i = 1, \ldots, r \\
0 & i = r+1, \ldots, d
\end{bmatrix}
\]

(43)

then using (43) as the optimal solution, we complete the proof. □

Writing (40) into matrix form yields
\[ \hat{\Omega} = P \text{diag}([1-(1-\eta \xi_1)^y] \xi_1^{-1}, \ldots, [1-(1-\eta \xi_T)^y] \xi_T^{-1}, 0, \ldots, 0) P^T \phi \]

\[ = P \text{diag}([1-(1-\eta \xi_1)^y] \xi_1^{-1}, \ldots, [1-(1-\eta \xi_T)^y] \xi_T^{-1}, 0, \ldots, 0) P^T D_x \tilde{y} / N \]

\[ = P \text{diag}([1-(1-\eta \xi_1^2 / N)^y] \xi_1^{-1}, \ldots, [1-(1-\eta \xi_T^2 / N)^y] \xi_T^{-1}, 0, \ldots, 0) Q^T \tilde{y} \quad (44) \]

Comparing with (24) and (25), the finite sample KLMS algorithm modifies the singular values by the following reg-function

\[ H_{\text{KLMS}}(x) = 1 - (1 - \eta x^2 / N)^y \quad (45) \]

Notice that \( \lim_{x \to 0} H_{\text{KLMS}}(x) \cdot x^{-1} = 0 \) by the L’Hopital’s rule. Indeed the KLMS trained with finite data filters out the small singular value components as prescribed by the Tikhonov regularization (see Fig. 1). In other words, the KLMS of (10) provides well-posed solutions even when the empirical risk cost (15) is ill-posed.

![Fig. 1. Reg-functions of the KLMS (\( \eta = 1, N = 500 \)), Tikhonov (\( \lambda = 0.1 \)) and Truncated SVD (\( a = 0.2 \)).](image)

In this section, we established important KLMS algorithm properties in parallel with the conventional LS solutions. The two propositions are based on the small-step-size theory and the conclusions are in the mean sense. The analysis reveals a convergence behavior for the KLMS trained with finite data akin of algorithms that are regularized with a weight decaying Tikhonov regularization technique. This is particularly
interesting since the KLMS is a stochastic, on-line algorithm, while the LS solution utilizes an analytic, batch mode approach.

It is clear from the above analysis that the well-posedness of KLMS is dependent upon the step size and training data size which also affects two fundamental characteristics of on-line, steep descent algorithms: the speed of convergence and the misadjustment. When seen from the point of view of well-posedness, the goal is to find a small step-size so that the algorithm converges along large eigenvalue directions and is insensitive along small eigenvalue directions. Of course this depends on the eigenvalue spread of the problem, but the user can still select the stopping criterion and the step size. Intrinsically, the selection of an appropriate step size for good generalization collides with the requirement for fast convergence, and corroborates solutions with small misadjustment. More specifically, the misadjustment is [6], [25]

$$\text{Mis} = \frac{J(x) - J_{\text{min}}}{1 - \frac{1}{\eta}} = \frac{\eta}{2} \text{tr}[R_{\phi}] = \frac{\eta}{2N} \text{tr}[G_{\phi}].$$  \hspace{1cm} (46)$$

And for shift-invariant kernels i.e.,

$$\langle \Phi(u_i), \Phi(u_i) \rangle_H = \| \Phi(u_i) \|^2 = g_0$$ \hspace{1cm} (47)

the misadjustment of the KLMS simply equals \( \eta g_0 / 2 \) which is data-independent but is proportional to the step size. However, the best solution from the point of view of convergence is not obtained with the smallest possible step size, as in the misadjustment and regularization. Ultimately, the step size is required to satisfy the following condition for the algorithm to stay stable.

$$\eta < 1 / \varphi_i$$ \hspace{1cm} (48)

Since \( \varphi_i < \text{tr}[R_{\phi}] = \text{tr}[G_{\phi}] / N \), a conservative upper bound for the step size is

$$\eta < N / \text{tr}[G_{\phi}]$$ \hspace{1cm} (49)

In the case of shift-invariant kernels, the conservative upper bound is trivially \( g_0 \), which is also verified by the condition in \( H^\infty \) stability discussed in the following section.
In this section, we will give a rigorous analysis of the norm of the solution obtained from the KLMS, thus complementing the insightful analysis of section III. We will show that the KLMS algorithm trained with finite data should be regarded as the stochastic gradient approximation of a constrained least squares optimization

$$ \min_{\Omega} J(\Omega) = \frac{1}{N} \sum_{i=1}^{N} (y_i - \Omega \Phi_i)^2 $$

subject to $$ \| \Omega \|^2 \leq C $$

instead of the conventional view of a stochastic approximation to the un-regularized empirical risk minimization. Moreover we will explicitly estimate $C$.

**Theorem 4.1**: ($H^\infty$ stable [25]) Given training data $\{\Phi_i, y_i\}_{i=1}^{N}$ that satisfy the linear regression model (18) for any unknown vector $\Omega^e$ and finite energy noise sequence $\{v(i)\}$ without any statistical assumption. Use the KLMS algorithm to estimate $s(i) = \Omega^e(\Phi_i)$ by $\hat{s}(i | i-1) = \Omega_{i-1}(\Phi_i)$.

The following inequality holds

$$ \sum_{j=1}^{i-1} |\hat{s}(j | j-1) - s(j)|^2 \leq \sum_{j=1}^{i-1} |v(j)|^2 $$

for all $i = 1, 2, \ldots, N$ \hspace{1cm} (51)

if and only if the matrices $\eta^{-1}I - \Phi \Phi^T$ are positive-definite for $i = 1, 2, \ldots, N$.

This theorem will be used to prove the following results that, to the best of our knowledge, are not in the present literature.

**Theorem 4.2**: Under the $H^\infty$ stable condition, the apriori error defined in (10) satisfies the following inequality:

$$ \| \tilde{e}^e \|^2 < \eta^{-1} \| \Omega^e \|^2 + 2 \| \bar{v} \|^2 $$

where $\tilde{e}^e = [e_1^e, e_2^e, \ldots, e_N^e]^T$ and $\bar{v} = [v(1), v(2), \ldots, v(N)]^T$.

**Proof**: First notice that

$$ e_i^e - v(i) = s(i) - \hat{s}(i | i-1) $$

Substituting (53) into (51), we have
\[
\sum_{j=1}^{i'} |e_j^i - v(j)|^2 < \eta^{-1} \| \Omega \|^2 + \sum_{j=1}^{i'} |v(j)|^2, \quad \text{for all } i = 1, 2, \ldots, N
\]  

(54)

or equivalently,

\[
\sum_{j=1}^{i'} |e_j^i - v(j)|^2 < \eta^{-1} \| \Omega \|^2 + \sum_{j=1}^{i'} |v(j)|^2, \quad \text{for all } i = 1, 2, \ldots, N
\]  

(55)

By the triangle inequality

\[
\sum_{j=1}^{i'} |e_j^i|^2 \leq \sum_{j=1}^{i'} |e_j^i - v(j)|^2 + \sum_{j=1}^{i'} |v(j)|^2
\]

\[
< \eta^{-1} \| \Omega \|^2 + \sum_{j=1}^{i'} |v(j)|^2 + \sum_{j=1}^{i'} |v(j)|^2, \quad \text{for all } i = 1, 2, \ldots, N
\]  

(56)

In term of norms,

\[
\| \tilde{e}^* \|^2 < \eta^{-1} \| \Omega^* \|^2 + 2 \| \tilde{v} \|^2
\]  

(57)

Remark: based on the above result, we can show further that

\[
\| \tilde{e}^* \|^2 < 2 \| \tilde{y} \|^2
\]  

(58)

The proof is in the appendix.

**Theorem 4.3:** Under the \( H^* \) stable condition, the norm of the solution \( \Omega_y \) given by (13) is upper-bounded:

\[
\| \Omega_y \|^2 < \sigma_i \eta(\| \Omega^* \|^2 + 2\eta \| \tilde{v} \|^2)
\]  

(59)

where \( \sigma_i \) is the largest eigenvalue of \( G_\phi \).

Proof: By (13) and (57)

\[
\| \Omega_N \|^2 = \eta^{-2}(\tilde{e}^*\tilde{y}^\top G_\phi \tilde{e}^* \leq \sigma_i \eta^{-2} \| \tilde{e}^* \|^2 < \sigma_i \eta(\| \Omega^* \|^2 + 2\eta \| \tilde{v} \|^2)
\]  

(60)

We can better appreciate the result obtained in (60), by noting that the upper bound smoothly depends on the training data, which exactly agrees with the stability condition of well-posedness according to the definition of Hadamard [12]. The effect of choosing a smooth kernel is demonstrated by the dependency of the upper bound on the largest eigenvalue. In the case of the Gaussian kernel, the largest eigenvalue is well upper bounded regardless of the input signal energy unlike the polynomial kernel. On the other hand, in the
linear case, the LMS operates in a relatively small dimensional space and the ill-posedness due to insufficient training data is unlikely to happen.

Alternatively, in light of these facts, KLMS trained with finite data has also a very nice interpretation in terms of Tikhonov regularization theory. Instead of a stochastic gradient approximation of the unconstrained least squares optimization

$$\min_{\Omega} J(\Omega) = \frac{1}{N} \sum_{i=1}^{N} (y_i - \Omega \Phi_i)^2$$

KLMS is a stochastic gradient approximation of the following constrained least squares optimization

$$\min_{\Omega} J(\Omega) = \frac{1}{N} \sum_{i=1}^{N} (y_i - \Omega \Phi_i)^2$$

subject to $\| \Omega \| \leq \sigma \eta (\| \Omega \| + 2 \eta \| \bar{y} \|)$

which according to Theorem 2.2 is equivalent to Tikhonov regularization.

The significance of an upper bound for the solution norm is well studied by Poggio and Girosi in the context of regularization network theory [14], [26]. A constraint on the solution norm like (62) ensures well-posedness of the problem through the resulting compactness of the effective hypothesis space. In Poggio’s words, compactness of the hypothesis space is sufficient for consistency of empirical error minimization, forcing smoothness and stability [14].

Note that the upper bound obtained in (31) and (58) are both data dependent. The dependence on $\bar{y}$ is understandable since at the core, both are essentially solving an approximate linear system ‘$A \bar{x} \approx \bar{y}$’ and the solution is of the form ‘$A^* \bar{y}$’, where ‘$A^*$’ is some reasonable approximation of the matrix inverse. As pointed out in [13], [27], the ill-posedness lies exactly in this inverse operation and different kinds of regularization techniques can be viewed as different ways of getting meaningful inverse approximations. For example, in an unconstrained RBF network, the solution norm is reciprocally proportional to the minimum singular value (see Theorem 2.1), which is surely problematic when it is very close to zero. In other words, a small change in the minimum singular value due to small changes of training data may cause a huge difference in the solution.
Another comment follows from the Bayesian interpretation of regularization [14], [28]. Under the Gaussian assumption, an optimal choice of the regularization parameter in (29) is \( 2\sigma_s^2/N \), where \( \sigma_s \) is the noise variance in the observations and \( N \) is the number of training points. This indicates the bound on the solution norm should be relaxed with more training data available according to theorem 2.2, which also validates the data dependence of the bound from this perspective. The i.i.d. assumption of this result also suggests training data should not be repeatedly used, which may jeopardize well-posedness.

The results outlined in Theorem 4.3 depend on the finite data assumption. In practice, some linear dependency [9] or novelty criterion [11] will be employed in the selection of kernel centers. Therefore, it is guaranteed to have finite kernel centers during training with the compactness assumption on the input space. On the other hand, we can also assume the noise energy is finite in the model (18) [25].

V. Simulations

A. Time Series Prediction

The first example is the short-term prediction of the Mackey-Glass chaotic time series with parameter \( \tau = 30 \) and the sampling period 6s. We compare the performance of a linear combiner trained with LMS, the KLMS and a regularization network (RN), which implicitly uses a radial basis function network topology specified by the kernel utilized. The time embedding is 10 for all the systems and a segment of 500 samples is used as the training data and another 100 as the test data. All the data is corrupted by Gaussian noise with zero mean and 0.04 variance. A Gaussian kernel with kernel width 1 is chosen for both RN and KLMS. In RN, every input point is used as the center and the training is done in batch mode. One hundred Monte Carlo simulations are run with different realizations of noise. The results are summarized in the following tables. Fig. 2 is the learning curves for the LMS and KLMS with a learning rate of 0.2 for both algorithms. As expected, the KLMS converges to a smaller value of MSE due to its nonlinear nature. Surprisingly, the rate of decay of both learning curves is basically the same, which implies that the effective eigenvalue spread of the data matrix in the input and projected spaces are rather similar.
As one can observe in Table I, the performance of the KLMS is approximately 5 times better than the linear LMS as can be expected (the MG is a nonlinear system) and is comparable to the RN with suitable regularization. This is indeed surprising since the RN can be viewed as a batch mode kernel regression method versus the KLMS which is a straight stochastic gradient approach implemented in the RKHS. All the results in the tables are in the form of ‘average ± standard deviation’. It is interesting to compare the design and performance of KLMS with different step sizes and the RN with different regularizations since each controls the stability of the obtained solution. First of all, when the regularization parameter is zero, the RN performance in the test set is pretty bad (worse than the linear solution), which indicates that the problem is ill-posed (i.e. that the inverse is ill conditioned) and needs regularization. The RN is capable of outperforming the KLMS in the test set with the proper regularization parameter ($\lambda = 1$), but the difference is small and at the expense of a more complex solution (see Table II) as well as with a careful selection of the regularization parameter. Table II summarizes the computational complexity of the three algorithms. The KLMS effectively reduces the computational complexity and memory storage when compared with the RN. And if we have direct access to the feature space, the complexity can be reduced even further to the dimensionality of the feature space if it is not prohibitively large. Table III supports our theory that the norm of the KLMS solution is well-bounded. As we see, increasing the step size in the KLMS increases the norm of the solution but fails to increase the performance because of the gradient noise in the estimation (misadjustment).
Fig. 2. The learning curves of the LMS and kernel LMS (learning rate 0.2 for both).

**TABLE I**

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Linear LMS</th>
<th>KLMS ($\eta=0.1$)</th>
<th>KLMS ($\eta=0.2$)</th>
<th>KLMS ($\eta=0.6$)</th>
<th>RN ($\lambda=0$)</th>
<th>RN ($\lambda=1$)</th>
<th>RN ($\lambda=10$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training MSE</td>
<td>0.021±0.002</td>
<td>0.0074±0.0003</td>
<td>0.0054±0.0004</td>
<td>0.0062±0.0012</td>
<td>0±0</td>
<td>0.0038±0.0002</td>
<td>0.011±0.0001</td>
</tr>
<tr>
<td>Testing MSE</td>
<td>0.026±0.007</td>
<td>0.0069±0.0008</td>
<td>0.0055±0.0008</td>
<td>0.0058±0.0017</td>
<td>0.012±0.004</td>
<td>0.0039±0.0008</td>
<td>0.010±0.0003</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Linear LMS</th>
<th>KLMS</th>
<th>RN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computation (training)</td>
<td>$O(N)$</td>
<td>$O(N^2)$</td>
<td>$O(N^2)$</td>
</tr>
<tr>
<td>Memory (training)</td>
<td>$O(M)$</td>
<td>$O(N)$</td>
<td>$O(N^2)$</td>
</tr>
<tr>
<td>Computation (test)</td>
<td>$O(M)$</td>
<td>$O(N)$</td>
<td>$O(N)$</td>
</tr>
<tr>
<td>Memory (test)</td>
<td>$O(M)$</td>
<td>$O(N)$</td>
<td>$O(N)$</td>
</tr>
</tbody>
</table>

**TABLE III**

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>KLMS($\eta=0.1$)</th>
<th>KLMS($\eta=0.2$)</th>
<th>KLMS($\eta=0.6$)</th>
<th>RN ($\lambda=0$)</th>
<th>RN ($\lambda=1$)</th>
<th>RN ($\lambda=10$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>solution norm</td>
<td>0.84±0.02</td>
<td>1.14±0.02</td>
<td>1.73±0.06</td>
<td>3375±639</td>
<td>1.47±0.03</td>
<td>0.55±0.01</td>
</tr>
</tbody>
</table>

Next, different noise variance $\sigma$ is used in the data to further validate KLMS applicability. As we see in Table IV, the KLMS performs consistently on both the training and test with different noise level and
degrades gracefully with increasing noise, which is an illustration of its well-posedness. It is observed that at severe noise level ($\sigma = .5$), all methods fall apart since the noise component will no longer correspond to the smallest singular value as required by Tikhonov regularization. With small noise, the regularization network outperforms the KLMS since misadjustment plays a more critical role here. This is a quite good illustration of the difficulty the KLMS may face to balance among convergence, misadjustment and regularization. But remember the KLMS is a much simpler, online algorithm and the performance gap compared with RN is the price to pay. Throughout this set of simulation, the kernel used in the KLMS and the RN is the Gaussian kernel with kernel size 1. The learning step is 0.1 for both the linear LMS and the KLMS. The regularization parameter of the RN is set at the best value ($\lambda=1$).

### TABLE IV
**Performance Comparison with Different Noise Levels**

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Linear LMS</th>
<th>KLMS ($\eta=0.1$)</th>
<th>RN ($\lambda=1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training MSE ($\sigma = .005$)</td>
<td>0.017±5e-5</td>
<td>0.005±2e-5</td>
<td>0.001±4e-5</td>
</tr>
<tr>
<td>Testing MSE ($\sigma = .005$)</td>
<td>0.018±0.0002</td>
<td>0.004±1e-5</td>
<td>0.001±2e-5</td>
</tr>
<tr>
<td>Training MSE ($\sigma = .02$)</td>
<td>0.018±0.0002</td>
<td>0.005±0.0001</td>
<td>0.002±0.0001</td>
</tr>
<tr>
<td>Testing MSE ($\sigma = .02$)</td>
<td>0.018±0.0007</td>
<td>0.0046±0.0004</td>
<td>0.0016±0.0002</td>
</tr>
<tr>
<td>Training MSE ($\sigma = .04$)</td>
<td>0.021±0.002</td>
<td>0.007±0.0003</td>
<td>0.003±0.0002</td>
</tr>
<tr>
<td>Testing MSE ($\sigma = .04$)</td>
<td>0.026±0.007</td>
<td>0.0069±0.0008</td>
<td>0.0039±0.0008</td>
</tr>
<tr>
<td>Training MSE ($\sigma = .1$)</td>
<td>0.033±0.001</td>
<td>0.019±0.001</td>
<td>0.010±0.0005</td>
</tr>
<tr>
<td>Testing MSE ($\sigma = .1$)</td>
<td>0.031±0.005</td>
<td>0.018±0.003</td>
<td>0.017±0.0003</td>
</tr>
<tr>
<td>Training MSE ($\sigma = .5$)</td>
<td>0.363±0.057</td>
<td>0.332±0.052</td>
<td>0.331±0.052</td>
</tr>
<tr>
<td>Testing MSE ($\sigma = .5$)</td>
<td>0.326±0.015</td>
<td>0.252±0.010</td>
<td>0.097±0.003</td>
</tr>
</tbody>
</table>

Any kernel method, including the KLMS, needs to choose a suitable kernel. In the third set of simulations, the effect of different kernels and different kernel parameters on KLMS is demonstrated. In the case of the Gaussian kernel (7), we choose 3 kernel parameters: 10, 2, and 0.2. The learning rate is 0.1 for both the linear LMS and the KLMS and the regularization parameter of the RN is 1 throughout the simulation. The results are summarized in Table V. As expected, too small or too large kernel sizes hurt performance for both KLMS and RN. In this problem, a kernel size around 1 gives the best performance on the test set. In the case of the polynomial kernel, the order is set to 2, 5, and 8. The learning rate is chosen accordingly in the KLMS as listed in Table VI (recall the relation between the learning rate and the trace of
the Gram matrix). It is observed that the performance deteriorates substantially when $p$ is too large ($>8$) for the KLMS. This is also validated by the misadjustment formula (46).

The general kernel selection problem has received a lot of attention in the literature, see [29]-[31] and references therein. The general idea is to formulate the problem as a convex optimization through parameterization of the kernel function family. It will be interesting to investigate this problem specifically for the KLMS and we will pursue the research in future work. One of the interesting observations is the automatic normalization operated by the Gaussian kernel (or any shift-invariant kernel) in the KLMS. This also explains the robustness w.r.t. stepsize in the case of the Gaussian kernel, and the difficulties encountered in the polynomial case.

<table>
<thead>
<tr>
<th>TABLE V</th>
<th>PERFORMANCE COMPARISON OF DIFFERENT KERNEL SIZES OF THE GAUSSIAN KERNEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear LMS</td>
<td>KLMS ($a=10$)</td>
</tr>
<tr>
<td>Training MSE</td>
<td>0.022±0.001</td>
</tr>
<tr>
<td>Testing MSE</td>
<td>0.022±0.001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE VI</th>
<th>PERFORMANCE COMPARISON OF DIFFERENT ORDERS OF THE POLYNOMIAL KERNEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>KLMS ($p=2$, $\eta=0.1$)</td>
<td>KLMS ($p=5$, $\eta=0.01$)</td>
</tr>
<tr>
<td>Training MSE</td>
<td>0.010±0.001</td>
</tr>
<tr>
<td>Testing MSE</td>
<td>0.009±0.002</td>
</tr>
</tbody>
</table>

It is noted in the theoretical analysis that the number of training data affects the well-posedness of the solution. In the last set of simulations, we choose different training data sizes to see how the KLMS performs. The noise variance is set at 0.05 and the number of training data is 1000, 2000 and 4000 respectively. Other parameters are the same as in the first set of simulations. As presented in Table VII, the performance of the KLMS is consistently better on the training and test sets with increasing number of training data. Because, when the number of training data increases, the ill-posedness of the empirical risk minimization (15) itself is relieved.

<table>
<thead>
<tr>
<th>TABLE VII</th>
<th>PERFORMANCE COMPARISON OF DIFFERENT TRAINING DATA SIZE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear LMS ($N=1000$)</td>
<td>Linear LMS ($N=2000$)</td>
</tr>
<tr>
<td>Training MSE</td>
<td>0.020±0.0004</td>
</tr>
<tr>
<td>Testing MSE</td>
<td>0.019±0.0015</td>
</tr>
</tbody>
</table>
B. Nonlinear Channel Equalization

The LMS algorithm is widely used in channel equalization. The problem setting is as follows: A binary signal \( \{s_1, s_2, \ldots, s_L\} \) is fed into a nonlinear channel. At the receiver end of the channel, the signal is further corrupted by additive i.i.d. Gaussian noise and is then observed as \( \{r_1, r_2, \ldots, r_L\} \). The aim of channel equalization (CE) is to construct an “inverse” filter that reproduces the original signal with as low an error rate as possible. It is easy to formulate it as a regression problem, with examples \( \{(r_{t+1}, r_{t+2}, \ldots, r_{t+D}), s_t\} \), where \( l \) is the time embedding length, and \( D \) is the equalization time lag.

In this experiment, the nonlinear channel model is defined by \( z_t = s_t + 0.5 s_{t-1}, r_t = z_t - 0.9 z_{t-1}^2 + n_t \), where \( n_t \) is the white Gaussian noise with a variance of \( \sigma \). The learning curve is plotted in Fig.3, which is similar to the previous example. Testing was performed on a 5000-sample random test sequence. We compare the performance of the conventional LMS, the KLMS and the RN as a batch mode baseline. The Gaussian kernel with \( a = 0.1 \) is used in the KLMS for best results, and \( l = 5 \) and \( D = 2 \). The results are presented in Table VIII; each entry consists of the average and the standard deviation for 100 repeated independent tests.

The results in Table VIII show that, the RN outperforms the KLMS in terms of the bit error rate (BER) but not by much which is surprising since one is a batch method and the other is online. They both outperform the conventional LMS substantially as can be expected because the channel is nonlinear. The regularization parameter for the RN and the learning rate of KLMS were set for optimal results.

<table>
<thead>
<tr>
<th>( \sigma )</th>
<th>Linear LMS ((\eta=0.005))</th>
<th>KLMS ((\eta=0.1))</th>
<th>RN ((\lambda=1))</th>
</tr>
</thead>
<tbody>
<tr>
<td>BER ((\sigma = .1))</td>
<td>0.162±0.014</td>
<td>0.020±0.012</td>
<td>0.008±0.001</td>
</tr>
<tr>
<td>BER ((\sigma = .4))</td>
<td>0.177±0.012</td>
<td>0.058±0.008</td>
<td>0.046±0.003</td>
</tr>
<tr>
<td>BER ((\sigma = .8))</td>
<td>0.218±0.012</td>
<td>0.130±0.010</td>
<td>0.118±0.004</td>
</tr>
</tbody>
</table>
VI. DISCUSSION AND CONCLUSION

This paper proposes the KLMS algorithm which is intrinsically a stochastic gradient methodology to solve the LS problem in RKHS. Since the update equation of the KLMS can be written as inner products, KLMS can be efficiently computed in the input space. The good approximation ability of the KLMS stems from the fact that the transformed data $\Phi(u_a)$ includes possibly infinite different features of the original data. In the framework of stochastic projection, the space spanned by $\{\Phi(u_i)\}$ is so large that the projection error of the desired signal $y_a$ could be very small [32], as is well known from Cover’s theorem [10]. This capability includes modeling of nonlinear systems, which is the main reason why the kernel LMS can achieve good performance in the Mackey-Glass system prediction and nonlinear channel equalization.

However, this projection to potentially infinite dimensional spaces brings two types of concerns: First, since one works in practice with finite data sets, is the solution well-posed in the feature space? Second,
since gradient descent algorithms depend upon the eigenvalue spread of the data correlation matrix, and the misadjustment is also a function of the trace of this matrix, does the KLMS provide practical solutions?

This paper provides a conclusive answer to the first question that is rather surprising, in light of the results and methods available in the kernel methods literature. In fact, the KLMS trained with finite data provides well-posed solutions, even when the original ERM problem is ill-posed. We show this in two ways for clarity. First, we use the idea of singular value filtering derived from Tikhonov regularization to show that the KLMS “filters” the small singular values of the data matrix dependent upon the step size and the data size. More formally we show that the norm of the KLMS solution is always bounded. Therefore, the KLMS is well posed, being “self regularized” by the step size which effectively works as the regularization parameter.

These results seem to imply that the KLMS provides a “free lunch”. Unfortunately this is not the case, but there are important implications for the design and implementation of adaptive solutions in high dimensional spaces. In terms of design, there is no need to regularize the LS cost function when using the KLMS algorithm. In terms of implementation, the KLMS is far simpler to implement, both in terms of computational complexity and memory storage compared with other kernel methods and it is intrinsically on-line, inherited from the LMS algorithm. The reason there is no free lunch, is that the generalization performance is dependent upon the step size which also affects two fundamental characteristics of the KLMS algorithm: the speed of convergence and the misadjustment. The requirements for regularization, convergence speed and misadjustment do indeed conflict among themselves, and it is important to understand how regularization changes the well known speed/misadjustment compromise.

Regarding the second concern, further work should be conducted to elucidate the eigen-structure of the data in feature space, which as we know limits the speed of convergence of the algorithm. As demonstrated in Figures 2 and 3, at least for the problems investigated here the eigen-structure must be similar because the two curves converge at the same rate. For a complete discussion of convergence, a rigorous eigen-spread analysis after the nonlinear transformation is essential. However as showed in most of the kernel principal
component analysis applications, the transformed data in the feature space are usually well clustered in a small subspace (say 95% power) [5], [33] such that fast convergence is attained for the kernel LMS algorithm, which is also corroborated in our experiments.

Demonstrated by the experiments, the KLMS has general applicability due to its simplicity since it is impractical to work with batch mode kernel methods in large data sets. The KLMS is very useful in problems like nonlinear channel equalization, nonlinear system identification, nonlinear active noise control, where online learning is a necessity. It also provides a possible tool to tackle problems in the area of nonlinear nonstationary signal processing.

To conclude, this paper provides a significant theoretical result concerning the well-posedness property of the KLMS, and meanwhile provides a clear guideline on how to design the LMS algorithm in high dimensional space and how to choose the stepsize considering convergence, misadjustment and regularization, which has, to the best of our knowledge, been lacking or improperly addressed. However, this paper still does not address many implementation details that are important and that should be thoroughly investigated in future research, such as the issue of the kernel design (shape and bandwidth parameters), convergence and optimal learning rates and its implication in regularization and misadjustment, as well as its behavior in nonstationary environments.

APPENDIX

Proof of theorem 4.2: Notice (57) is valid for any unknown vector \( \Omega^* \) and finite energy noise sequence \( \{v(i)\} \) and a trade-off is there to achieve the tightest bound. A trivial \( \Omega^* \) can be chosen with large noise term in (18). On the other hand, a ‘precise’ \( \Omega^* \) can be chosen such that \( \| \tilde{v} \| = 0 \), while the price is \( \| \Omega^* \| \) may be very large. For this problem, \( \Omega^* = 0 \) can be chosen and \( v(i) = y_i \) follows. Substituting them into (57) yields

\[
\| \tilde{v}^* \|^2 < 2 \| \tilde{y} \|^2
\]

(63)

We can utilize the results from the regularization networks to show that this is actually a very tight bound. Using the results from the regularization networks, we have
\[ \| \Omega^e \|^2 = \bar{\alpha}^T G_o \bar{\alpha} = \bar{y}^T (G_o + \lambda I)^{-1} G_o (G_o + \lambda I)^{-1} \bar{y} \]  
(64)

\[ \| \bar{v} \|^2 = \| \bar{y} \|^2 - 2 \bar{y}^T G_o \bar{\alpha} + \bar{\alpha}^T G_o G_o \bar{\alpha} \]  
(65)

Substituting (64) and (65) into (57) yields

\[ \| \bar{e}^* \|^2 < \bar{y}^T [(G_o + \lambda I)^{-1} (2G_o + \eta^{-1}) G_o (G_o + \lambda I)^{-1} + 2 - 4G_o (G_o + \lambda I)^{-1}] \bar{y} \]  
(66)

Define

\[ M(\lambda) = [(G_o + \lambda I)^{-1} (2G_o + \eta^{-1}) G_o (G_o + \lambda I)^{-1} + 2 - 4G_o (G_o + \lambda I)^{-1}] \]  
(67)

Suppose \( G_o = Q \Sigma Q^T \) and \( \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_N) \), where \( \sigma_1 \geq \ldots \geq \sigma_N \geq 0 \)

\[ M(\lambda) = Q \text{diag} \left[ \frac{\sigma_1 \eta^{-1} + 2 \lambda^2}{(\sigma_1 + \lambda)^2}, \ldots, \frac{\sigma_N \eta^{-1} + 2 \lambda^2}{(\sigma_N + \lambda)^2} \right] Q^T \]  
(68)

Since (57) is valid for any \( \lambda \), we try to find the tightest upper-bound.

Let us analyze the following function

\[ h_j(\lambda) = \frac{\sigma_j \eta^{-1} + 2 \lambda^2}{(\sigma_j + \lambda)^2} \]  
(69)

Notice that \( \lambda = \infty \) corresponds to the trivial solution \( \Omega^e = 0 \). It is easy to check that the minimum is at \( \lambda = 1/2 \eta \). Therefore specifically,

\[ \| \bar{e}^* \|^2 < 2 \| Q^T \bar{y} \|^2 = 2 \| \bar{y} \|^2 \]  
(70)

\[ \square \]
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