Δ-Entropy: Definition, properties and applications in system identification with quantized data
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Abstract
Recently, the minimum error entropy criterion, an information theoretic alternative to the traditional mean square error criterion, has been successfully used in the contexts of machine learning and signal processing. For system identification, however, the MEE criterion will be no longer suitable if the training data are discrete-valued, since minimizing error’s discrete entropy cannot constrain error’s dispersion. In this paper, to make the MEE criterion suitable for the discrete-valued data cases, we give a new entropy definition for the discrete random variables, i.e. the Δ-entropy, based on Riemann sums for finite size partitions. A probability weighted formula is established to calculate the average partition. This new entropy retains some important properties of the differential entropy and reduces to discrete entropy under certain conditions. Unlike discrete entropy, the Δ-entropy is sensitive to the dynamic range of the data, and can be used as a superior optimality criterion in system identification problems. Also, we present a plug-in estimate of Δ-entropy, analyze its asymptotic behavior and explore the links to the kernel based and m-spacing based estimates for differential entropy. Finally, the Δ-entropy criterion is applied in system identification with coarsely quantized input–output data to search for the optimum parameter set. Monte Carlo simulations demonstrate the performance improvement that may be achieved with the Δ-entropy criterion.

1. Introduction
For the univariate discrete random variable X with M discrete values \( S = (s_1, s_2, \ldots, s_M) \), and corresponding probability distribution \( P = (p_1, p_2, \ldots, p_M) \), the discrete entropy, denoted by \( H(X) \) or \( H(P) \), is defined by [4]

\[
H(X) = - \sum_{i=1}^{M} p_i \log p_i
\]

which is a non-negative concave function of \( P \). This definition can be extended to the case where the discrete variable takes a countable infinite set of values.

The discrete entropy measures the average uncertainty (information) contained in the probability distribution,[1] and can be used to measure many other concepts such as equality, disorder, diversity, similarity, unbiasedness, randomness, and so
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[1] This entropy is called probabilistic entropy. In order to measure non-probabilistic uncertainty contained in a fuzzy set, a variety of fuzzy entropies are also defined (see e.g. [45–48]).
on [15]. However, as the discrete entropy depends only on the distribution $p$, and takes no account of the discrete values, it is independent of the dynamic range of the random variable. Therefore, we conclude that discrete entropy is unable to differentiate between two random variables that have different dynamic ranges and the same distribution. In fact, the discrete random variables with the same entropy may have arbitrarily small or large variance, a typical measure for dispersion of the random variable, where dispersion here is defined loosely as the concentration spread around the mean value.

If $X$ is a continuous random variable with probability density function (PDF) $f(x)$, the differential entropy, denoted by $h(X)$ or $h(f)$, is defined as [4]

$$h(X) = -\int_{-\infty}^{\infty} f(x) \log f(x) \, dx$$

(2)

Different from the discrete entropy, the differential entropy can be negative and even minus infinite. So strictly speaking, the differential entropy cannot represent a measure of uncertainty since uncertainty should in general be positive, although it can be used as such if we take into consideration the dimension of the distribution [49]. However, differential entropy can be used to measure the dispersion of a continuous random variable. For example, if $X$ is of Gaussian distribution with variance $Var(X)$, the differential entropy will be

$$h(X) = \frac{1}{2} \log(2\pi eVar(X))$$

(3)

It is clear that smaller differential entropy implies smaller variance (dispersion).

As the differential entropy measures both the probabilistic uncertainty and dispersion, it can be used as an optimality criterion in the estimation and identification problems, which leads to the so called *minimum error entropy* (MEE) criterion [2,6–8,13,20,23,27]. The MEE criterion is concerned with the use of differential entropy as a cost function for system identification and parameter estimation. Traditionally, the *minimum mean square error* (MMSE) criterion has been the workhorse of estimation and identification because of simplicity and solid statistical foundation. However, recent studies suggest that, as an optimality criterion, MEE is superior to MMSE, since minimizing the error entropy constrains all moments of the error’s PDF, whereas MMSE constrains only the first and second moments of the PDF [2,6–8,23,27]. The previous studies have demonstrated that the MEE criterion offers potentially significant performance improvement in system identification, particularly in nonlinear and non-Gaussian settings.

In many practical system identification scenarios, the unknown system’s inputs and outputs may be discrete-valued for a variety of reasons:

1. For many systems, especially in the field of digital communication, the input signals take values only in finite alphabetical sets [10,17,18,25].
2. Coarsely quantized plant’s inputs and outputs are commonly used, when the data are obtained from an A/D converter or from a communication channel [1,21,26,33,38]. Typical contexts involving quantized data include digital control systems (DCS), networked control systems (NCS), wireless sensor networks (WSN), etc.
3. Binary-valued sensors occur frequently in practical systems [35,36,40]. Some typical examples of binary-valued sensors can be found in [36].
4. Discrete-valued time-series are common in practice. In recent years, the count or integer-valued data time-series have gained increasing attention for point processes [41–44].

Sometimes, due to computational consideration, even if the observed input and output signals are continuous-valued, one may classify the data into groups and obtain the discrete-valued data [24, Chapter 5]. In all these situations one normally applies differential entropy to implement the MEE criterion, in spite of the fact that the random variable is indeed discrete. When the discretization is coarse (i.e. few levels) the use of differential entropy may carry a penalty in performance that is normally not quantified. Alternatively, the MEE implemented with discrete entropy will become ill-suited since the minimization fails to constrain the error’s dispersion which should be pursued because the error dynamic range decreases over iterations.

The present paper augments the MEE criterion choices by providing a new entropy definition for discrete random variables, called $\Delta$-entropy, which comprises two terms: one is the discrete entropy, and the other is the logarithm of the average interval between two successive discrete values. This new entropy retains important properties of the differential entropy and reduces to the traditional discrete entropy for a special case. More importantly, the proposed entropy definition can still be used to measure the dispersion of a discrete random variable, and hence can be used as an MEE optimality criterion in system identification with discrete-valued data.

The paper is organized as follows. In Section 2 we give the definition of $\Delta$-entropy. In Section 3 we investigate the properties of $\Delta$-entropy. In Section 4 we analyze the plug-in estimate of $\Delta$-entropy. In Section 4.2, we apply the $\Delta$-entropy criterion in system identification with quantized I/O data. The estimation of distribution algorithm (EDA) is used as the parameter search algorithm, and Monte Carlo simulations are performed to demonstrate the satisfactory performance. Finally, in Section 5, we draw some conclusions and discuss future work.
2. Definition of $D$-entropy

In this section, we propose an alternative entropy definition for discrete random variables. Before proceeding, let’s review the relationship between the differential and the discrete entropy (see also [4] for details). Consider a continuous random variable $X$ with PDF $f(x)$. We can produce a quantized random variable $X^d$ (see Fig. 1), given by

\[ X^d = s_i, \quad \text{if } i\Delta \leq X < (i + 1)\Delta \]

where $s_i$ is one of countable values, which satisfies

\[ i\Delta < s_i < (i + 1)\Delta \quad \text{and} \quad f(s_i) \Delta = \int_{i\Delta}^{(i + 1)\Delta} f(x)dx \]

The probability that $X^d = s_i$ is

\[ p_i = \Pr(X^d = s_i) = f(s_i)\Delta \]

And the discrete entropy $H(X^d)$ can be calculated as

\[ H(X^d) = -\sum_{i=-\infty}^{\infty} p_i \log p_i = -\sum_{i=-\infty}^{\infty} f(s_i)\log f(s_i) - \log \Delta \]

If the density function $f(x)$ is Riemann integrable, the following limit holds

\[ \lim_{\Delta \to 0} (H(X^d) + \log \Delta) = -\int_{-\infty}^{\infty} f(x) \log f(x)dx = h(X) \]

This suggests that, if the quantization interval $\Delta$ is small enough, we have

\[ h(X) \approx H(X^d) + \log \Delta \]

Thus the differential entropy of a continuous random variable $X$ is approximately equal to the discrete entropy of the quantized variable $X^d$ plus the logarithm of the quantization interval $\Delta$. This important relationship explains why differential entropy is sensitive to dispersion. That is, compared with the discrete entropy, the differential entropy “contains” the term $\log \Delta$, which measures the average interval between two successive quantized values since

\[ \Delta = \lim_{N \to \infty} \frac{1}{2N + 1} \sum_{i=-N}^{N} |s_{i+1} - s_i| \]

The above analysis inspired us to seek a new entropy definition for discrete random variables that will measure uncertainty as well as dispersion and is defined as follows:

**Definition 1.** For a discrete random variable $X$ with values $S = \{s_1, s_2, \ldots, s_M\}$, and the corresponding distribution $P = \{p_1, p_2, \ldots, p_M\}$, the $D$-entropy, denoted by $H_d(X)$ or $H_d(S, P)$, is defined as

\[ H_d(X) = -\sum_{i=1}^{M} p_i \log p_i + \log A(X) \]

where $A(X)$ (or $A(S, P)$) stands for the average interval (distance) between two successive values.

**Remark 1.** The $D$-entropy contains two terms, where the first term is identical to the classical discrete entropy and the second term equals the logarithm of the average interval between two successive values. Obviously, this new entropy can be used as an optimality criterion in the estimation and identification problems, because minimizing error’s $D$-entropy will decrease the average interval and automatically force the error samples to concentrate without renormalization of the error variable through training.

![Fig. 1. Quantization of a continuous random variable.](image-url)
Now we discuss how to calculate the average interval $\Delta(X)$ to preserve the known properties of entropy. In the rest of the paper, we assume, without loss of generality, that the discrete values satisfy $s_1 < s_2 < \cdots < s_M$. Naturally, we immediately think of the arithmetic and geometric means, that is

\[
\begin{cases}
\Delta(X) = \frac{1}{M-1} \sum_{i=1}^{M-1} |s_{i+1} - s_i| & \text{for arithmetic mean} \\
\Delta(X) = \left( \prod_{i=1}^{M-1} |s_{i+1} - s_i| \right)^{1/(M-1)} & \text{for geometric mean}
\end{cases}
\]  \hspace{1cm} (12)

Both arithmetic and geometric means take no account of the distribution $P$. A more reasonable approach is to calculate the average interval $\Delta(X)$ by a probability-weighted method. For example, we can use the following formula:

\[
\Delta(X) = \sum_{i=1}^{M-1} |s_{i+1} - s_i| \frac{p_i + p_{i+1}}{2}
\]  \hspace{1cm} (13)

However, if $(p_1 + p_M) > 0$, the sum of weights will be less than one, because

\[
\sum_{i=1}^{M-1} \frac{p_i + p_{i+1}}{2} = 1 - \frac{p_1 + p_M}{2} < 1
\]  \hspace{1cm} (14)

To address this issue, we propose the formula:

\[
\Delta(X) = \sum_{i=1}^{M-1} |s_{i+1} - s_i| \frac{p_i + p_{i+1}}{2} + \frac{|s_M - s_1|}{M-1} \frac{p_1 + p_M}{2}
\]  \hspace{1cm} (15)

The second term of (15) equals the arithmetic mean multiplied by $(p_1 + p_M)/2$, which normalizes the weight sum to one. Substituting (15) into (11), we obtain

\[
H_d(X) = - \sum_{i=0}^{\infty} p_i \log p_i + \log \left( \sum_{i=1}^{M-1} |s_{i+1} - s_i| \frac{p_i + p_{i+1}}{2} + \frac{|s_M - s_1|}{M-1} \frac{p_1 + p_M}{2} \right)
\]

The above $\Delta$-entropy can be immediately extended to the infinite value-set case, that is

\[
H_d(X) = - \sum_{i=0}^{\infty} p_i \log p_i + \log \left( \sum_{j=1}^{\infty} |s_{j+1} - s_j| \frac{p_j + p_{j+1}}{2} + \lim_{N \to \infty} \frac{|s_1 - s_N|}{2N} \frac{p_1 + p_N}{2} \right)
\]

3. Some important properties

As discussed in the previous section, the definition of $\Delta$-entropy is enlightened by the connection between the differential entropy and its quantized discrete entropy, so $\Delta$-entropy should maintain a close connection to the differential entropy. We first show that the $\Delta$-entropy and the differential entropy have the following relationship in the limit:

**Theorem 1.** For any continuous random variable $X$ with Riemann integrable PDF $f(x)$, we have $\lim_{\Delta \to 0} H_d(X^\Delta) = h(X)$, where the quantized discrete variable $X^\Delta$ is given by (4).

**Proof.** See Appendix A. \( \square \)

**Remark 1.** By Theorem 1, the differential entropy of $X$ is the limit of the $\Delta$-entropy of $X^\Delta$ as $\Delta \to 0$. To some extent, we can regard the $\Delta$-entropy as a “quantized version” of the differential entropy.

**Theorem 2**

\[
\log \left( \max_{i=1,2,\ldots,M-1} |s_{i+1} - s_i| \right) \geq H_d(X) - H(X) \geq \log \left( \min_{j=1,2,\ldots,M-1} |s_{j+1} - s_j| \right).
\]

**Proof.** Omitted due to simplicity. \( \square \)

**Remark 2.** An appealing feature of Theorem 2 is that, if the minimum interval between two successive discrete values is larger than one, we have $H_d(X) > H(X)$, whereas if the maximum interval between two successive discrete values is smaller than one, we have $H_d(X) < H(X)$.
Theorem 3. If $X$ is a discrete random variable with equally spaced values, i.e. $\forall i, 1 \leq i \leq M - 1, |s_{i+1} - s_i| \equiv \Delta$, and $\Delta = 1$, then $H_{\Delta}(X) = H(X)$.

Proof. For equally spaced intervals, the difference between the $\Delta$-entropy and the discrete entropy equals $\log \Delta$. Hence, the statement follows directly. $\square$

Now we can understand why we chose the name $\Delta$-entropy for the new measure: when the scale goes to zero we end up with differential entropy and when the scale defaults to the natural numbers the measure is indistinguishable from discrete entropy. Classification is a typical example of the error variable distributed on equally spaced values $\{0, 1, 2, 3, \ldots\}$. Therefore, in classification, the error's discrete entropy is equivalent to the $\Delta$-entropy. This fact also gives an interpretation for why the discrete entropy can be successfully used in the test and classification problems [14,31].

We can use Theorem 2 and the bound of the discrete entropy to obtain a bound on the $\Delta$-entropy.

Corollary 1

$$\log \left( \min_{j=1,2,\ldots,M-1} |s_{j+1}-s_j| \right) \leq H_{\Delta}(X) \leq \frac{1}{2} \log \left( 2\pi e \left( \sum_{i=1}^{M} p_i^2 - \left( \sum_{i=1}^{M} ip_i \right) + \frac{1}{12} \right) \right) \left( \max_{j=1,2,\ldots,M-1} |s_{j+1}-s_j| \right)^2.$$  

Proof. In information theory, it has been proved that (see [4, p. 489])

$$0 \leq H(X) \leq \frac{1}{2} \log \left( 2\pi e \left( \sum_{i=1}^{M} p_i^2 - \left( \sum_{i=1}^{M} ip_i \right) + \frac{1}{12} \right) \right) \left( \max_{j=1,2,\ldots,M-1} |s_{j+1}-s_j| \right)^2.$$  

Combining the above result and Theorem 2, the corollary is proved. $\square$

The lower bound of the $\Delta$-entropy can also be expressed in term of the variance $\text{Var}(X)$, as given in the following theorem.

Theorem 4. If $p_{\text{min}} = \min(p_i) > 0$, then $H_{\Delta}(X) \geq \log \left( \frac{2M p_{\text{min}}}{M-1} \right) + \frac{1}{2} \log(\text{Var}(X))$.

Proof. See Appendix B. $\square$

The above lower bound confirms the fact that minimizing the $\Delta$-entropy will constrain the variance. This is a key difference between the $\Delta$-entropy and the classical discrete entropy.

Theorem 5. For any discrete random variable $X$, $\forall c \in \mathbb{R}$, $H_{\Delta}(X + c) = H_{\Delta}(X)$.

Proof. Since $H(X+c) = H(X)$, and $\Delta(X+c) = \Delta(X)$, we have $H_{\Delta}(X+c) = H_{\Delta}(X)$. $\square$

Theorem 6

$$\forall x \in \mathbb{R}, \quad x \neq 0, \quad H_{\Delta}(\alpha X) = H_{\Delta}(X) + \log |\alpha|.$$  

Proof. Since $H(\alpha X) = H(X)$, and $\Delta(\alpha X) = |\alpha| \Delta(X)$, we have $H_{\Delta}(\alpha X) = H_{\Delta}(X) + \log |\alpha|$. $\square$

Remark 3. Theorems 5 and 6 indicate that the $\Delta$-entropy has the same shifting and scaling properties of differential entropy.

Theorem 7. The $\Delta$-entropy is a concave function of $P = (p_1, p_2, \ldots, p_M)$.

Proof. See Appendix C. $\square$

Remark 4. The concavity of the $\Delta$-entropy is a desirable property for the entropy optimization problem. Specifically, this property ensures that when a stationary value of the $\Delta$-entropy subject to linear constraints is found, it gives the global maximum value [15].

Now we solve the maximum $\Delta$-entropy distribution. Consider the constrained optimization problem:

$$\max_P H_{\Delta}(X)$$

s.t.

$$\sum_{i=1}^{M} p_i = 1$$

$$\sum_{i=1}^{M} p_i g_k(s_i) = a_k, \quad k = 1, 2, \ldots, K$$

$$\text{(19)}$$
in which \(a_k\) is the expected value of function \(g_k(x)\). The Lagrangian is given by

\[
L = H_d(x) - (\lambda_0 - 1) \left( \sum_{i=1}^{M} p_i - 1 \right) - \sum_{k=1}^{K} \lambda_k \left( \sum_{i=1}^{M} p_i g_k(s_i) - a_k \right)
\]

(20)

where \(\lambda_0, \lambda_1, \ldots, \lambda_K\) are the \((K + 1)\) Lagrange multipliers corresponding to the \((K + 1)\) constraints. Here \(\lambda_0 - 1\) is used as the first Lagrange multiplier instead of \(\lambda_0\) as a matter of convenience. Let \(\partial L/\partial p_i = 0\), we have

\[
\lambda_i = \frac{1}{\lambda_0 - 1} \left( \sum_{i=1}^{M} p_i g_k(s_i) - \log p_i \right) + c_i = 0, \quad i = 1, 2, \ldots, M
\]

(21)

where

\[
c_i = \begin{cases} \frac{|s_i|}{2} + \frac{2^{M-1}}{2}, & i = 1 \\ \frac{|s_i - s_{i-1}|}{2}, & i = 2, \ldots, M - 1 \\ \frac{2^{M-1} - |s_i|}{2}, & i = M \end{cases}
\]

(22)

Solving Eq. (21), we have the theorem:

**Theorem 8.** The distribution \(P\) that maximizes the \(\Delta\)-entropy subject to the constraints of (19) is given by

\[
p_i = \exp \left( -\lambda_0 - \sum_{k=1}^{K} \lambda_k g_k(s_i) + \frac{c_i}{\lambda_0} \right), \quad i = 1, 2, \ldots, M
\]

(23)

where \(\lambda_0, \lambda_1, \ldots, \lambda_K\) are determined by substituting for \(p_i\) from (23) into the constraints of (19).

**Remark 5.** For the case in which the discrete values are equally spaced, we have \(c_1 = c_2 = \cdots = c_M = \lambda\), and (23) becomes

\[
p_i = \exp \left( 1 - \lambda_0 - \sum_{k=1}^{K} \lambda_k g_k(s_i) \right)
\]

(24)

In this case, the maximum \(\Delta\)-entropy distribution is identical to the maximum discrete entropy distribution [15].

### 4. Estimation of \(\Delta\)-entropy

In practical applications, the discrete values \(\{s_i\}\) and probabilities \(\{p_i\}\) are usually unknown, so we have to estimate them from sample data \(\{x_1, x_2, \ldots, x_n\}\), which is straightforward for the new measure. An immediate approach is to group the sample data into different values \(\hat{s}_i\) and calculate the corresponding relative frequencies \(\hat{p}_i\), given by

\[
\hat{p}_i = \frac{n_i}{n}, \quad i = 1, 2, \ldots, M
\]

(25)

in which \(n_i\) denotes the number of these outcomes belonging to the value \(s_i\), with \(\sum_{i=1}^{M} n_i = n\).

Based on the estimated values \(\hat{s}_i\) and probabilities \(\{\hat{p}_i\}\), a “plug-in” estimate of \(\Delta\)-entropy can be obtained as follows:

\[
H_\Delta(\hat{S}, \hat{P}) = -\sum_{i=1}^{M} \hat{p}_i \log \hat{p}_i + \log \left( \sum_{i=1}^{M} |\hat{s}_{i+1} - \hat{s}_i| \hat{p}_i + \hat{p}_{i+1} \right)
\]

\[
+ \log \left( \sum_{i=1}^{M} |s_{M+1} - s_i| \hat{p}_i + \hat{p}_{M+1} \right)
\]

(26)

where \(\hat{S} = (\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_M)\), and \(\hat{P} = (\hat{p}_1, \hat{p}_2, \ldots, \hat{p}_M)\).

For the large sample case, the estimated value set \(\hat{S}\) will match the true value set \(S\) with probability one, i.e. \(\Pr(\hat{S} = S) = 1\), as \(n \to \infty\). In fact, assume \(\{x_1, x_2, \ldots, x_n\}\) is an i.i.d. sample from the distribution \(P\), and \(p_i > 0, i = 1, \ldots, M\), we have

\[
\Pr(\hat{S} = S) \leq \sum_{i=1}^{M} \Pr(s_i \notin \{x_1, x_2, \ldots, x_n\}) = \sum_{i=1}^{M} \left( \prod_{j=1}^{n} \Pr(x_j \neq s_i) \right) = \sum_{i=1}^{M} (1 - p_i)^n \to 0 \text{ as } n \to \infty
\]

(27)

In the following, we investigate the asymptotic behavior of the \(\Delta\)-entropy in random sampling. For tractability, we assume the value set \(S\) is known (or has been exactly estimated). Following the similar derivation of the asymptotic distribution for the \(\phi\)-entropy (see [24, Chapter 2]), we denote the parameter vector \(\theta = (\theta_1, \theta_2, \ldots, \theta_{M-1})^T = (p_1, p_2, \ldots, p_{M-1})^T\), and rewrite (26) as

\[
H_\Delta(\theta) = -\sum_{i=1}^{M-1} \theta_i \log \theta_i - \left( 1 - \sum_{j=1}^{M-1} \theta_j \right) \log \left( 1 - \sum_{j=1}^{M-1} \theta_j \right)
\]

\[
+ \log \left( \sum_{i=1}^{M-2} s_{i+1} - s_i + |s_M - s_{M-1}| \right) + \left( 1 - \sum_{j=1}^{M-1} \theta_j \right) \log \left( 1 - \sum_{j=1}^{M-1} \theta_j \right)
\]

\[
+ \log \left( \sum_{i=1}^{M-2} s_{i+1} - s_i + |s_M - s_{M-1}| \right)
\]
The first order Taylor expansion of $H_d(\theta)$ around $\theta$ gives
\[
H_d(\hat{\theta}) = H_d(\theta) + \sum_{i=1}^{M-1} \frac{\partial H_d(\theta)}{\partial \theta_i} (\hat{\theta}_i - \theta_i) + o(\|\theta - \theta\|)
\] (29)
where $\|\theta - \theta\| = \sqrt{(\theta - \theta)^T (\theta - \theta)}$, and $\partial H_d(\theta)/\partial \theta_i$ is calculated as
\[
\frac{\partial H_d(\theta)}{\partial \theta_i} = \begin{cases} -\log \theta_i + \log \left(1 - \sum_{j=1}^{M-1} \theta_j\right) + \frac{S_{i-1} - S_i - \left(S_M - S_{M-1}\right)}{2}, & i = 1, M - 1 \\ -\log \theta_i + \log \left(1 - \sum_{j=1}^{M-1} \theta_j\right) + \frac{S_2 - S_1 - \left(S_M - S_{M-1}\right)}{2}, & i = 1 \\ -\log \theta_{M-1} + \log \left(1 - \sum_{j=1}^{M-1} \theta_j\right) + \frac{S_{M-1} - S_2 - \left(S_M - S_{M-1}\right)}{2}, & i = M - 1 
\end{cases}
\] (30)
in which
\[
A = \left(\sum_{i=1}^{M-2} |S_{i-1} - S_i| + \frac{\hat{\theta}_{i+1} - \hat{\theta}_i}{2} + |S_M - S_{M-1}| \frac{\hat{\theta}_{M-1} + \left(1 - \sum_{j=1}^{M-1} \theta_j\right)}{2} + \frac{|S_M - S_1| \hat{\theta}_1 + \left(1 - \sum_{j=1}^{M-1} \theta_j\right)}{2}\right)
\] (31)
According to [24, Chapter 2], we have
\[
\sqrt{n}(\hat{\theta}_i - \theta_i) \overset{L}{\rightarrow} \mathcal{N}(0, I_f(\theta)^{-1})
\] (32)
where the inverse of the Fisher information matrix of $\theta$ is given by $I_f(\theta)^{-1} = \text{diag}(\theta) - \theta \theta^T$. It follows that $\sqrt{n}\|\theta - \theta\|$ is bounded in probability, and
\[
\sqrt{n}(\|\theta - \theta\|) \overset{p}{\rightarrow} 0
\] (33)
Therefore, the random variable $\sqrt{n}(H_d(\hat{\theta}) - H_d(\theta))$ and $\sqrt{n}(\sum_{i=1}^{M-1} \frac{\partial H_d(\theta)}{\partial \theta_i} (\hat{\theta}_i - \theta_i))$ have the same asymptotic distribution. Then the following theorem holds.

**Theorem 9.** The estimate $H_d(S, \hat{P})$, obtained by replacing the $\{p_i\}$ by their relative frequencies $\{\hat{p}_i\}$, in a random sample of size $n$, satisfies
\[
\sqrt{n}(H_d(S, \hat{P}) - H_d(S, P)) \overset{L}{\rightarrow} \mathcal{N}(0, U^T I_f(\theta)^{-1} U)
\] (34)
provided $U^T I_f(\theta)^{-1} U > 0$, where $\theta = (p_1, p_2, \ldots, p_{M-1})^T$, $I_f(\theta)^{-1} = \text{diag}(\theta) - \theta \theta^T$, and
\[
U = (\partial H_d(\theta)/\partial \theta_1, \partial H_d(\theta)/\partial \theta_2, \ldots, \partial H_d(\theta)/\partial \theta_{M-1})^T
\] (35)
where $\partial H_d(\theta)/\partial \theta_i$ is calculated as (30).

Theorem 9 suggests that the $A$-entropy can be effectively estimated from random samples by replacing the probabilities $\{p_i\}$ by their relative frequencies $\{\hat{p}_i\}$.

It can also be shown that the plug-in estimate of the $A$-entropy has close relationships with certain estimates of the differential entropy.

### 4.1. Relation to differential entropy estimate based on kernel density estimation

Assume $\{x_1, x_2, \ldots, x_n\}$ are samples from a discrete random variable $X$, we rewrite the plug-in estimate (26) as
\[
H_d(S, \hat{P}) = -\sum_{i=1}^{M-1} \hat{p}_i \log \hat{p}_i + \log \hat{A}
\] (36)
where $\hat{A} = \sum_{i=1}^{M-1} \hat{p}_i^2 |S_{i-1} - \hat{S}_i|$. Denote $A_{\text{min}} = \min_{i=1..M-1} |S_{i-1} - \hat{S}_i|$, and let $\tau = \hat{A}/A_{\text{min}}$, we construct another set of samples:
\[
\{x'_1, x'_2, \ldots, x'_{\tau n}\} = \{\tau x_1, \tau x_2, \ldots, \tau x_n\}
\] (37)
which can be regarded as the samples from discrete random variable $\tau X$. It follows easily that
\[
\forall x'_i \neq x'_j, \quad |x'_i - x'_j| > \hat{A}
\] (38)
We now consider \( \{x_1, x_2, \ldots, x_n\} \) as samples from a “continuous” random variable \( X \). The PDF of \( X \) can be estimated by the kernel approach [5]

\[
\hat{p}(x) = \frac{1}{n} \sum_{i=1}^{n} K(x-x_i)
\]  

(39)

The kernel function \( K : \mathbb{R} \rightarrow [0, \infty) \) satisfies \( K \geq 0 \) and \( \int_{-\infty}^{\infty} K(x)dx = 1 \). Here we use the following uniform kernel:

\[
K_\Delta(x) = \begin{cases} \frac{1}{\Delta}, & x \in [-\Delta/2, \Delta/2] \\ 0, & \text{otherwise} \end{cases}
\]  

(40)

Then the kernel density estimation (KDE) of (39) becomes

\[
\hat{p}(x') = \frac{1}{n} \sum_{i=1}^{n} K_\Delta(x-x_i') = \frac{1}{n} \sum_{i=1}^{M} n_i K_\Delta(x-x_i') (a)
\]  

(41)

where (a) follows from \( \hat{p}_i = n_i/n \), and \( \forall x' \neq x_j', |x' - x_j'| \geq \Delta \). The differential entropy of \( X \) can be estimated by the plug-in approach:

\[
\hat{H}(X') = -\int_{-\infty}^{\infty} \hat{p}(x') \log \hat{p}(x')dx' = -\sum_{i=1}^{M} \int_{x_i'-\Delta/2}^{x_i'+\Delta/2} \hat{p}(x') \log \hat{p}(x')dx' = -\sum_{i=1}^{M} \int_{x_i'-\Delta/2}^{x_i'+\Delta/2} \frac{p_i}{\Delta} \log \frac{p_i}{\Delta} dx'
\]

(42)

As a result, the plug-in estimate of the \( \Delta \)-entropy equals a uniform kernel based estimate for the differential entropy from the scaled samples (37).

4.2. Relation to differential entropy estimate based on sample-spacing

It is also interesting to note that the plug-in estimate of the \( \Delta \)-entropy has a close connection with the sample-spacing estimate [23,34] of differential entropy. Suppose the sample data are different from each other, and have been rearranged in an increasing order: \( x_1 < x_2 < \ldots < x_n \), the \( m \)-spacing estimate is given by [23]

\[
\hat{h}_m(X) = \frac{1}{n} \sum_{i=1}^{n-m} \log \left( \frac{n}{m} (x_{i+m} - x_i) \right)
\]  

(43)

where \( m \in \mathbb{N} \), and \( m < n \). Let \( m = 1 \), we obtain the 1-spacing estimate:

\[
\hat{h}_1(X) = \frac{1}{n} \sum_{i=1}^{n-1} \log (n(x_{i+1} - x_i))
\]  

(44)

In general, regarding \( \{x_1, x_2, \ldots, x_n\} \) as samples from a discrete distribution, we estimate the value set and probabilities as

\[
\hat{S} = (x_1, x_2, \ldots, x_n) \\
\hat{P} = (1/n, 1/n, \ldots, 1/n)
\]  

(45)

Then the plug-in estimate of \( \Delta \)-entropy can be calculated as

\[
H_{\Delta}(\hat{S}, \hat{P}) = -\frac{1}{n} \sum_{i=1}^{n} \log \left( \frac{n}{1} + \frac{1}{n} \right) + \log \left( \frac{n}{n-1} \right)
\]  

(46)

It follows that

\[
H_{\Delta}(\hat{S}, \hat{P}) = -\frac{1}{m} \sum_{i=1}^{n} \log \left( \frac{n}{1} + \frac{1}{n} \right) + \log \left( \frac{n}{n-1} \right)
\]

(47)

where (a) follows from the concavity of the logarithm function. If \( \{x_i\} \) is bounded, we have
In this case, the plug-in estimate of $\mathcal{A}$-entropy provides an asymptotic upper bound to the 1-spacing entropy estimate.

5. Application to system identification with quantized data

As $\mathcal{A}$-entropy measures both the probabilistic uncertainty and the dispersion of a discrete random variable, it can be used as an optimality criterion in system identification where the error signal is distributed on an unknown (and varying with iterations) countable value set.

Consider the system identification scheme with quantized I/O data, as shown in Fig. 2, in which $f(\cdot)$ and $h(\cdot,W)$ denote the unknown system and the parametric model respectively, $W = [w_{1}, \ldots, w_{d}]^{T}$ is the $d$-dimensional parameter vector (weight vector) of the model. $x(k)$ and $z(k)$ are the actual input and output signals (usually continuous-valued) of the unknown system at $k$ time; $n(k)$ is the additive noise and $d(k)$ the noisy output. $\bar{x}(k)$ and $d(k)$ represent the quantized I/O observations, which are obtained via quantizers $Q_{i}$ and $Q_{o}$. With uniform quantization box-sizes $q_{i}$ and $q_{o}$, $\bar{x}(k)$ and $d(k)$ are given by

$$
\begin{align*}
\bar{x}(k) &= \left[ x(k)/q_{i} + 1/2 \right] \times q_{i} \\
d(k) &= \left[ d(k)/q_{o} + 1/2 \right] \times q_{o}
\end{align*}
$$

where $\lfloor x \rfloor$ gives the largest integer that is less than or equal to $x$.

The error signal $e(k)$ is calculated as

$$
e(k) = d(k) - y(k)
$$

where $y(k)$ is the output of the model driven by quantized data $\bar{x}(k)$. Now the problem is to identify the unknown system using the quantized I/O data $\{(\bar{x}(k), d(k)), \quad k = 1, 2, \ldots, N\}$.

In the above identification setting, the error $e(k)$ will be discrete-valued, and hence the $\mathcal{A}$-entropy can be used as the training cost. The optimum parameters of the model would be

$$
W_{opt} = \arg\min_{W \in \mathcal{W}} H_{\mathcal{A}}(e)
$$

where $\mathcal{W} \subset \mathbb{R}^{d}$ denotes the parameter space. That is, we propose to determine the model parameters by minimizing the $\mathcal{A}$-entropy of the discrete-valued error residuals.\(^2\)

In a practical application, $\mathcal{A}$-entropy cannot in general analytically computed, since the error’s values and corresponding probabilities are unknown. We need to estimate the $\mathcal{A}$-entropy by the plug-in method as discussed in the previous section. Therefore, the optimization of (51) becomes

$$
W_{opt} = \arg\min_{W \in \mathcal{W}} H_{\mathcal{A}}\left( \hat{S}(\cdot), \hat{P}(\cdot) \right)
$$

where $\hat{S}(\cdot) = \left( \hat{s}_{1}(\cdot), \hat{s}_{2}(\cdot), \ldots, \hat{s}_{M}(\cdot) \right)$ and $\hat{P}(\cdot) = \left( \hat{p}_{1}(\cdot), \hat{p}_{2}(\cdot), \ldots, \hat{p}_{M}(\cdot) \right)$ denote the estimated value-set of the error and the corresponding relative frequencies.

The classical gradient based methods cannot be used to solve the optimization problem of (52), since the objective function $H_{\mathcal{A}}\left( \hat{S}(\cdot), \hat{P}(\cdot) \right)$ is usually not differentiable. So we have to resort to other methods such as evolutionary algorithms (EAs), although they are usually more computationally complex. Here we adopt the estimation of distribution algorithms (EDAs)

\(^2\) For the case in which the underlying distribution of the error residual is continuous, we can still use the $\mathcal{A}$-entropy as the optimization criterion if we classify the errors into groups and obtain the quantized error data.
which is a new class of EAs. The EDAs use the probability model built from the objective function to generate the promising search points instead of crossover and mutation as done in traditional genetic algorithms (GAs). Compared with other EAs, the EDAs may achieve better evolutionary performances [12,19,30]. Some theoretical results related to the convergence and time complexity of the EDAs can be found in [3,11,29,39].

Based on Delta-entropy and EDAs, we propose the parameter search algorithm as summarized in Table 1.

Usually, we use a Gaussian model with diagonal covariance matrix (GM/DCM) [16] to estimate the density function \( f_\theta(W) \) of the gth generation. With GM/DCM model, we have

\[
f_\theta(W) = \prod_{j=1}^{d} \frac{1}{\sqrt{2\pi} \sigma_j^{(g)}} \exp \left( -\frac{(w_j - \mu_j^{(g)})^2}{2\sigma_j^{(g)}} \right) \tag{53}\]

where the means \( \mu_j^{(g)} \) and the deviations \( \sigma_j^{(g)} \) can be estimated as

\[
\begin{align*}
\mu_j^{(g)} &= \frac{1}{N} \sum_{i=1}^{N} W_{B(j)}^{(g-1)}(j) \\
\sigma_j^{(g)} &= \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( W_{B(j)}^{(g-1)}(j) - \mu_j^{(g)} \right)^2}
\end{align*}
\tag{54}\]

We now perform a series of Monte-Carlo simulations of system identification based on quantized I/O data to demonstrate the performance of EDAs with \( \Delta \)-entropy criterion. In all of the experiments below, we set the quantization box-sizes \( q_i = q_o = q \). For the EDAs, we set \( R = 100 \) and \( N = 30 \).

5.1. Comparison with other optimality criteria

We will contrast the performances of \( \Delta \)-entropy criterion and several other optimality criteria by using EDAs as parameter search algorithm. Consider the linear system identification case, in which we assume the unknown system and the parametric model are both two-tap FIR filters, that is

\[
\begin{align*}
z(k) &= w_1^x x(k) + w_2^x x(k - 1) \\
y(k) &= w_1^y x(k) + w_2^y x(k - 1)
\end{align*}
\tag{55}\]

Here we set the true weight vector of the unknown system \( W^* = [1.0, 0.5]^T \), and the initial weight vector of FIR model \( W(0) = [0, 0]^T \). In addition, we assume the input signal \( \{x(k)\} \) and the additive noise \( \{n(k)\} \) are both white Gaussian processes with variances 1.0 and 0.04, respectively. The length of training data is \( L = 500 \).

First, we compare the performances of three entropy criteria: \( \Delta \)-entropy, differential entropy\(^3\) and discrete entropy, using the same adaptation method. For different entropy criteria and different quantization box-sizes, the average evolution curves of weight error norm (\( \|W^* - W\| \)) over 100 Monte Carlo runs are shown in Fig. 3. Evidently, the \( \Delta \)-entropy criterion achieves the best performance with the fastest convergence speed and the smallest error (weight error norm) at the final stage of learning. Further, we have two observations: (1) the discrete entropy criterion fails to converge as seen from the evolution of the learning curves, which agrees with the fact that the discrete entropy cannot constrain the error’s dispersion; (2) the performance (especially final bias) of the differential entropy approaches that of the \( \Delta \)-entropy when the quantization box-size \( q \) becomes smaller. This result agrees with the limiting relationship between the \( \Delta \)-entropy and differential entropy.

In order to compare the error distributions, we plot in Fig. 4 the probability mass functions of the error samples for different entropy criteria (\( q = 1.0 \)). Here the error samples are obtained using 500 test data after training the model. From Fig. 4, it is clear that the \( \Delta \)-entropy produces the most concentrated error samples, while the discrete entropy yields errors with the largest dispersion. The average intervals (calculated as (15)) of error samples for the \( \Delta \)-entropy, differential entropy and discrete entropy are 0.0068, 0.0097 and 0.0622, respectively.

The performance of \( \Delta \)-entropy criterion is also compared with that of the MSE criterion, with the same experimental setup. As one can see in Fig. 5, the \( \Delta \)-entropy achieves again significantly smaller bias at the final stage of evolution, although its convergence speed is slightly slower than that of the MSE criterion.

5.2. Comparison with LMS and SIG algorithms

In the following we will contrast the performances of the \( \Delta \)-entropy based EDA, LMS, and SIG (stochastic information gradient) algorithm [9] in a 4-tap FIR identification problem. The LMS and SIG are stochastic gradient based algorithms under MSE and MEE criterion respectively, so they both display a performance penalty called the misadjustment that is proportional to the stepsize utilized, while EDA is immune to this phenomenon. So the difference in algorithm performance cannot be only allotted to the difference in cost functions. The true weight vector of the unknown system is set as \( W^* = [-0.2, 0.9, 0.7, -0.5]^T \). The input signal \( \{x(k)\} \) is white and uniformly distributed on the interval \([-2, 2]\) with data length \( L = 2000 \). The

\(^3\) Strictly speaking, the differential entropy criterion is invalid in this example, because the observed error is a discrete random variable. However, in the simulation, we can still use the m-spacing estimator of differential entropy.
additive noise \( \{ n(k) \} \) is a white Gaussian process with variance \( \sigma_n^2 = 0.01 \) or 0.25. In the simulations, the step-sizes (and the kernel size for SIG) of the two gradient algorithms are adjusted so as to produce the least weight error norm. Fig. 6 shows the histograms of error norm at the final stage of system training based on 100 Monte Carlo experiments. The inset plots in Fig. 6 give the summary of the mean and the spread of the histograms for each algorithm. Clearly, the EDA (with \( \Delta \)-entropy criterion) outperforms both the LMS and SIG algorithms in terms of final bias, especially for the case of coarser quantization\(^4\) \((q = 1.0)\). It should be noted that although the EDA (with \( \Delta \)-entropy criterion) can achieve significant improvements in the weight bias, it is much more computationally intensive than LMS and SIG algorithms. A runtime comparison shows that, for \( q = 1.0 \) case, the proposed method took on average 39 s to complete a single Monte Carlo run (with 15 generations), while the LMS and SIG only took 0.02 and 0.18 s, respectively (with 2000 iterations).

5.3. Comparison with TLS, EWC and IV methods

Considering the quantization noises, the system identification scheme of Fig. 2 is actually an errors-in-variables (EIV) identification problem where both input and output are corrupted by noises [32]. In this example, we will compare the proposed method with the total least squares (TLS), error whitening criterion (EWC) [28] and the instrumental variables (IV) method, which under certain conditions give an unbiased estimate in identification of the EIV model. Assume the unknown system is a 6-tap FIR system with \( W^* = [-0.6, 0.4, 0.8, 0.6, 0.3, -0.5]^T \). The input signal is a first-order AR process given by

\[
x(k) = 0.2x(k-1) + \xi(k)
\]

where \( \xi(k) \) is a white Gaussian noise with unit variance. The additive noise \( \{ n(k) \} \) is a white Gaussian process with variance \( \sigma_n^2 = 0.04 \). Further, the quantization box-size is \( q = 1.0 \) and the length of training data \( L = 2000 \). For the TLS, we use the recursive algorithm derived in [9] to obtain the solution. For the EWC, we adopt the stochastic gradient based algorithm, i.e. EWC–LMS [28]. For the IV method, we choose the delayed input vector as the instrument. The histograms of weight error norm for 100 Monte Carlo simulations are shown in Fig. 7, from which we see that the new approach outperforms the EWC and IV methods and achieves estimation accuracy comparable to that of TLS which, however, requires some \( a \ priori \) information on the noise statistics.

5.4. Nonlinear system identification case

Consider a nonlinear system identification case, in which we assume the unknown system and parametric model are both second-order polynomial basis function networks (second-order Volterra systems with 2-sample memory), that is

\[
\begin{align*}
z(k) &= w_1^0 x(k) + w_2^0 x(k-1) + w_3^0 x^2(k) + w_4^0 x(k)x(k-1) + w_5^0 x^2(k-1) \\
y(k) &= w_1^1 x(k) + w_2^1 x(k-1) + w_3^1 x^2(k) + w_4^1 x(k)x(k-1) + w_5^1 x^2(k-1)
\end{align*}
\]

Let the weight vector of unknown system be \( W^* = [0.5, 0.8, -0.6, 0.2, -0.7, 0.1]^T \), and assume that the input signal, additive noise and training data length are the same as the previous example. As \( \Delta \)-entropy is shift invariant (see Theorem 5), during simulation the bias weight \( w_i \) is adjusted so as to yield zero-mean error.

First we set \( q = 0.5 \) and compare again the performance of the EDA (with \( \Delta \)-entropy criterion), LMS and SIG algorithms. The histogram shown in Fig. 8 indicates that the new method still performs best in terms of bias (measured by the weight

\(^4\) The coarse quantization frequently occurs in many practical systems. For example, in the wireless sensor networks (WSN), the cheap sensors might produce very roughly quantized measurements (less than 8 bit) due to energy consumption constraint or very limited data communication rate.
Fig. 3. Evolution curves of weight error norm for different entropy criteria and different quantization box-sizes.

Fig. 4. Probability mass functions of errors for three entropy criteria: (a) $\Delta$-entropy, (b) differential entropy, and (c) discrete entropy.
This result can also be confirmed by Fig. 9, in which the probability density functions of the intrinsic errors are plotted. Here the intrinsic error is defined as
\[ y_\text{(k)} = w_1 + w_2 x(k) + w_3 x(k-1) + w_4 x^2(k) + w_5 x(k)x(k-1) + w_6 x^2(k-1) \] (59)

As shown in Fig. 9, the EDA (\(\Delta\)-entropy) produces the largest and most concentrated peak centered at the zero intrinsic error.

In order to further evaluate the performance of the new approach, we also compare it with a recently proposed method by Ozertem and Erdogmus [22] which under certain conditions provides an unbiased estimate of the true parameters of an order-2 Volterra model with noisy input–output measurements. Similar to [22], we use the angle between the estimated and the actual weight vector (coefficient vector) as the performance metric. Fig. 10 shows the angles averaged over 100 Monte Carlo simulations for the two approaches for different quantization box-sizes. One can see clearly that our approach achieves much smaller angles.

**Remark 6.** Our previous simulations show that the proposed \(\Delta\)-entropy criterion performs better than the existing criteria like MSE and MEE. One intuitive reason for this is that, minimizing the \(\Delta\)-entropy will decrease both the probabilistic uncertainty and the average interval, which enforces the residual errors to concentrate. A more rational explanation for this performance improvement is given in Appendix D, wherein we also report some supplementary simulation results.

### 6. Conclusion remarks

The minimum error entropy (MEE) criterion applied to discrete data minimizes statistical uncertainty in the error PDF but fails to constrain the error’s dispersion, which penalizes performance. To address this problem, we develop a new definition...
of entropy for discrete random variables, called $\Delta$-entropy. Inspired by the connection between differential and discrete entropies, we define the $\Delta$-entropy as the sum of the discrete entropy and the logarithm of average interval between two successive values, in which the first term measures the probabilistic uncertainty, and the second term measures the dispersion in the error variable.

The $\Delta$-entropy has strong links both with differential entropy and discrete entropy, acting as a bridge between the differential and the discrete entropy, but when evaluated for a given analytic distribution its value will differ from them. However, when entropy is estimated directly from data, it is interesting that the plug-in estimate of the $\Delta$-entropy ties in closely with the kernel based and $m$-spacing based estimates of the differential entropy. Specifically, the plug-in estimate of the $\Delta$-entropy equals a uniform kernel based entropy estimate from the scaled samples, and establishes an asymptotic upper bound to the $I$-spacing entropy estimate. Further work is necessary to establish the role of $\Delta$-entropy as an estimator for differential entropy.

As the $\Delta$-entropy measures both the probabilistic uncertainty and dispersion of the random variable, its role as a cost function in adaptation of linear or nonlinear systems with discretized inputs and desired responses is much clearer and has been validated in this study. At present, however, the gradient based algorithms have not been derived since the objective function is not differentiable. In this work, the estimation of distribution algorithm (EDA) is used as the parameter search algorithm, despite the increase in computational cost. Monte Carlo simulations are performed for the system identification with quantized input–output data. Simulation results confirm that the $\Delta$-entropy criterion may achieve a significant improvement in estimation accuracy.

As a new entropy definition, the $\Delta$-entropy will find applications in many other fields. Potential applications lie particularly in machine learning and signal processing with discrete-valued data. Typical examples are: (1) count data time-series modeling and prediction; (2) channel equalization in digital transmission and (3) blind separation of discrete-valued sources. Exploring these applications will be the goal of future research.
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Appendix A

Proof of theorem 1. Combining (6) and (17), we have

\[ H_d(X^d) = - \sum_{i=1}^{\infty} f(s_i) \frac{d}{2} \log(f(s_i)) + \log\left(\sum_{i=1}^{\infty} s_{i+1} - s_i \right) - s \frac{f(s_i) + f(s_i - 1)}{2} + \lim_{N \to \infty} \frac{|s_N - s_N| f(s_N) + f(s_N)}{2N} \]

\[ = - \sum_{i=1}^{\infty} d f(s_i) \log(f(s_i)) + \log\left(\sum_{i=1}^{\infty} s_{i+1} - s_i \right) - \frac{f(s_i) + f(s_i - 1)}{2} \] (A.1)

As \( f(x) \) is Riemann integrable, it follows that

\[ \lim_{\Delta \to 0} H_d(X^d) = - \int_{-\infty}^{\infty} f(x) \log f(x) dx + \log \left(\int_{-\infty}^{\infty} f(x) dx \right) = - \int_{-\infty}^{\infty} f(x) \log f(x) dx = h(X) \] (A.2)

which completes the proof. □

Appendix B

Proof of theorem 4. It is easy to derive

\[ \text{Var}(X) = \sum_{i=1}^{M} \left( s_i - \bar{s} \right)^2 p_i \leq \sum_{i=1}^{M} \left( s_i - \frac{s_M + s_i}{2} \right)^2 p_i \leq \sum_{i=1}^{M} \left( s_M - \frac{s_M + s_i}{2} \right)^2 p_i = \frac{1}{4} (s_M - s_i)^2 \] (B.1)

It follows that \( |s_M - s_i| \geq 2 \sqrt{\text{Var}(X)} \), and hence

\[ H_d(X) \geq \log\left(\sum_{i=1}^{M-1} |s_{i+1} - s_i| p_{i+1} + \frac{|s_M - s_i|}{2} p_i \right) \geq \log\left(\sum_{i=1}^{M-1} |s_{i+1} - s_i| p_{i+1} + \frac{|s_M - s_i|}{M} p_{\text{min}} \right) \]

\[ = \log\left(\frac{|s_M - s_i|}{M - 1} p_{\text{min}} \right) \geq \log\left(\frac{2M \sqrt{\text{Var}(X)}}{M - 1} p_{\text{min}} \right) = \log\left(\frac{2M p_{\text{min}}}{M - 1} \right) + \frac{M}{2} \log(\text{Var}(X)) \] (B.2)

Appendix C

Proof of theorem 7. \( \forall P_1 = (p_{11}, p_{21}, \ldots, p_{M1}), P_2 = (p_{12}, p_{22}, \ldots, p_{M2}) \), and \( 0 \leq \lambda \leq 1 \), we have

\[ \Delta_d(S, \lambda P_1 + (1-\lambda)P_2) = \lambda \Delta_d(S, P_1) + (1-\lambda) \Delta_d(S, P_2) \] (C.1)

By the concavity of the logarithm function, we get

\[ \log(\Delta_d(S, \lambda P_1 + (1-\lambda)P_2)) \geq \lambda \log(\Delta_d(S, P_1)) + (1-\lambda) \log(\Delta_d(S, P_2)) \] (C.2)

Further, it is well-known the discrete entropy \( H(P) \) is a concave function of the distribution \( P \), that is

\[ H(\lambda P_1 + (1-\lambda)P_2) \geq \lambda H(P_1) + (1-\lambda) H(P_2), \quad \forall 0 \leq \lambda \leq 1 \] (C.3)

Combining (B.2) and (B.3), we have

\[ H_d(S, \lambda P_1 + (1-\lambda)P_2) \geq \lambda H_d(S, P_1) + (1-\lambda) H_d(S, P_2) \] (C.4)

which implies \( \Delta \)-entropy is a concave function of \( P \). □

Appendix D

D.1. An explanation for the satisfactory performance of the \( \Delta \)-entropy criterion

Here we give an explanation on why \( \Delta \)-entropy criterion performs well in system identification. To clarify the analysis, we consider the errors-in-variables (EIV) case in which the input signal \( \{x(k)\} \), input noise \( \{n_i(k)\} \), and the output noise
Assumption 1 will be valid if the input signal is given by the mean ± deviation results of Table 2. Then we have

\[
G(z) = \sum_{i=1}^{m} w_i z^{-i+1} \quad \text{and} \quad \hat{G}(z) = \sum_{i=1}^{m} \hat{w}_i z^{-i+1}
\]

where \(G(z)\) and \(\hat{G}(z)\) denote the transfer functions of the unknown system and the model, respectively. In this case, the error signal \(e(k)\) is

\[
e(k) = \sum_{i=1}^{m} (w_i' - w_i)x(k - i + 1) - \sum_{i=1}^{m} w_i n_1(k - i + 1) + n_2(k) = \tilde{e}(k) + \hat{e}(k)
\]

where \(\tilde{e}(k)\) and \(\hat{n}(k)\) stand for the intrinsic error and the "equivalent output noise", i.e.

\[
\begin{align*}
\tilde{e}(k) &= \sum_{i=1}^{m} (w_i' - w_i)x(k - i + 1) \\
\hat{n}(k) &= -\sum_{i=1}^{m} w_i n_1(k - i + 1) + n_2(k)
\end{align*}
\]

Let the value-sets and the probability distributions of \(\tilde{e}(k)\) and \(\hat{n}(k)\) be

\[
\begin{align*}
S(e) &= \left\{ s_1^{(e)}, s_2^{(e)}, \ldots, s_{M_1}^{(e)} \right\} \\
S(n) &= \left\{ s_1^{(n)}, s_2^{(n)}, \ldots, s_{M_2}^{(n)} \right\}
\end{align*}
\]

and

\[
\begin{align*}
P(e) &= \left\{ p_1^{(e)}, p_2^{(e)}, \ldots, p_{M_1}^{(e)} \right\} \\
P(n) &= \left\{ p_1^{(n)}, p_2^{(n)}, \ldots, p_{M_2}^{(n)} \right\}
\end{align*}
\]

Then we have \(A(e(k)) \approx A(\tilde{e}(k))\), provided the following assumptions hold:

**Assumption 1**

\(\tilde{e}(k)\) is independent of \(\hat{n}(k)\).

**Assumption 2.** \(\tilde{e}(k)\) is small enough such that \(\left| e(k) \right| < \frac{1}{2} \min_{j=1,2,\ldots,M_1-1} \left| s_{j+1}^{(e)} - s_j^{(e)} \right|\).

**Assumption 3.** The probabilities of the extreme values of \(\tilde{e}(k)\) are nearly zero, that is, \(p_1^{(e)} \approx 0, p_{M_1}^{(e)} \approx 0\).

Assumption 1 will be valid if the input signal \(x(k)\) is independent of the noises \(n_1(k)\) and \(n_2(k)\). Assumption 2 will hold if the model weight vector \(W\) is close enough to the true weight vector \(W^*\). Assumption 3 is reasonable for most practical distributions.

Under Assumptions 1 and 2, the value-set and probability distribution of \(e(k)\) will be

<table>
<thead>
<tr>
<th>(\sigma_n)</th>
<th>(\Delta)-entropy</th>
<th>MSE</th>
<th>(w_1)</th>
<th>(w_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.0000 ± 0.0008</td>
<td>0.9896 ± 0.0071</td>
<td>0.4999 ± 0.0007</td>
<td>0.4995 ± 0.0015</td>
</tr>
<tr>
<td>0.2</td>
<td>0.9997 ± 0.0015</td>
<td>0.9609 ± 0.0098</td>
<td>0.4995 ± 0.0015</td>
<td>0.4995 ± 0.0015</td>
</tr>
<tr>
<td>0.3</td>
<td>0.9994 ± 0.0016</td>
<td>0.9192 ± 0.0118</td>
<td>0.4993 ± 0.0017</td>
<td>0.4993 ± 0.0017</td>
</tr>
<tr>
<td>0.4</td>
<td>0.9991 ± 0.0019</td>
<td>0.8629 ± 0.0129</td>
<td>0.4991 ± 0.0019</td>
<td>0.4991 ± 0.0019</td>
</tr>
<tr>
<td>0.5</td>
<td>0.9980 ± 0.0039</td>
<td>0.8015 ± 0.0146</td>
<td>0.4972 ± 0.0077</td>
<td>0.4972 ± 0.0077</td>
</tr>
</tbody>
</table>
where (a) and (b) follows from Assumption 3 (i.e. $\sigma_{n} \approx 0$). The above result is promising, since it implies minimizing the $\Delta$-entropy of the noise-corrupted error $e(k)$ will be approximately equivalent to minimizing the $\Delta$-entropy of the intrinsic error, which is the ultimate objective function that needs to be minimized. Therefore, the $\Delta$-entropy criterion may yield approximately an unbiased solution even if the input and output data are both corrupted by noises. To verify the “unbiasness” of the $\Delta$-entropy criterion, we present herein a supplementary example. Consider again the identification of a two-tap FIR filter in which $G(z) = w_1 + w_2 z^{-1} = 1.0 + 0.5z^{-1}$. This time we assume the input signal $x(k)$, input noise $n_1(k)$, and output noise $n_2(k)$ are all zero-mean white Bernoulli processes with distributions below

$$
\begin{align*}
\Pr(x(k) = \sigma_1) &= 0.5, \quad \Pr(x(k) = -\sigma_1) = 0.5 \\
\Pr(n_1(k) = \sigma_{n_1}) &= 0.5, \quad \Pr(n_1(k) = -\sigma_{n_1}) = 0.5 \\
\Pr(n_2(k) = \sigma_{n_2}) &= 0.5, \quad \Pr(n_2(k) = -\sigma_{n_2}) = 0.5
\end{align*}
$$

where $\sigma_1$, $\sigma_{n_1}$, and $\sigma_{n_2}$ denote respectively, the standard deviations of $x(k)$, $n_1(k)$ and $n_2(k)$. In the simulation we set $\sigma_1 = 1.0$, and the training data length $L = 500$.

Tables 2 and 3 list the “mean ± deviation” results (over 100 Monte Carlo runs) of the estimated parameters ($w_1$ and $w_2$) at the 10th EDA generation for different values of $\sigma_{n_1}$ and $\sigma_n$. For comparison purpose we also include the results obtained using MSE criterion. From the tables, we observe that the $\Delta$-entropy criterion produces nearly mean-unbiased estimates under various SNR conditions, whereas the MSE criterion yields mean-biased solution especially when the input noise power ($\sigma_{n_1}^2$) increasing.
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