
NORMALIZED LMS 

The normalized LMS can be derived from the mathemati- 
cal principle of minimal disturbance: "find the stepsize that 
disturbes the weights the least but still converges". 

As you can expect this will lead to a constrained optimiza- 
tion problem. 

In fact, define the disturbance as the Euclidean distance 
between the current and next weights 

1 h . ~ ( . * t l ) ~ ( ~  

And make sure that the filter still converges 








